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What indeed is more beautiful than heaven, which of course contains all things of beauty.

Mikoªaj Kopernik (Nicolaus Copernicus, 1473 - 1543)

Figure 1: Crab Nebula, a remnant of Core-Collapse Supernova from 1054 A.D. (source [1])
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Abstract

The Detection of Binary Neutron Stars on August 17th, 2017 gave birth to Gravitational Wave Multimessenger

Astronomy. Core-Collapse Supernovae (CCSNe) are one of the most interesting astrophysical events emitting

electromagnetic, neutrino and Gravitational Wave (GW) messengers. In this thesis, I summarize my research

regarding Multimessenger Astronomy that can be performed with CCSN. The central problem of my research is

the search for GW from CCSNe and the extraction of their physical properties from their signals. I will outline this

in context of the current searches and discuss the perspectives with Advanced and Future interferometers.
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Preface

The �rst detection of a Binary Black Holes system on September 14th, 2015 [19], opened the new �eld of research

of Gravitational Wave Astronomy. Since then, several sources of Gravitational Waves have been detected. The

�rst detection of Binary Neutron Stars together with coincident Electromagnetic counterpart on August 17th, 2017

[21] began the new �eld of Multimessenger Gravitational Wave Astronomy. This newly born �eld of research opens

unprecedented opportunities to study the dynamics of massive objects and the space distortions they produce. The

next decades could bring new discoveries of GWs alone or with coincidence with other messengers.

Core-Collapse Supernovae are great laboratories that we cannot reproduce on Earth. They are huge nuclear

fusion reactors creating elements without which planets, everything that we use in our daily life and ourselves

would not exist. We know that stars explode and we observe the evolution of their remnants. However, after many

decades of studying these powerful explosions, we do not fully understand why they explode. This is also re�ered

as a supernova problem. There are a lot of uncertainties associated with simulating these events that we are unable

to constrain with astronomical or neutrino observations. We need to measure the dynamics of the explosions and

it can be achieved wih Gravitational Waves.

Core-Collapse Supernovae (CCSNe) are multimessenger astrophysical events, emitting GWs, neutrinos, electro-

magnetic signals as well as cosmic rays. Each messenger carries di�erent information about the exploding star.

GWs are mainly emitted during the initial phase of the collapse and thus carry precious information about the

dynamics and inner properties of the exploding stars. Such information include the shock revival mechanism, time

evolution and rotational properties of the collapsed core and opportunities to test Kerr geometry with Black Hole

formation or �nd neutrino mass hierarchy.

Central problem

The main purpose of the thesis can be summarized as:

Searching for GW from CCSN and extracting physical information.

The detection and extraction of physical features from GWs produced by CCSNe will require interplay in

areas of GW data analysis, electromagnetic and neutrino observation, modeling of CCSNe sources and a deep

understanding of GW detectors. CCSN searches can be divided into blind or triggered (by optical and/or neutrino

triggers). The scienti�c potential of the searches and the speci�c tuning of the algorithms depend greatly on the

detectors' noise properties. In this thesis I will present search results with the Initial LIGO/Virgo data as well

as O1-O2 LIGO/Virgo data. I will also describe detection perspectives in the Advanced Detector Era and with

proposed future interferometers.
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During my Ph.D. I also devoted a fraction of my time in establishing the Science priorities of the LIGO/Virgo

Supernova Working Group.

Detection perspectives

Detections of GW from CCSNe is a great challenge for several reasons. The energies of GW from CCSNe are

orders of magnitude smaller comparable to the energies emitted by binary systems. Also, the rate of supernovae in

the nearby universe is very small. Additionally, the GW signals are mostly non-deterministic. This is not the case,

for instance, in binary systems.

Addressing the �rst limitation requires understanding of the distances at which the CCSNe signals become more

pronaunced. Previous CCSNe rate estimates are based on optical observations since all supernovae so far were

observed only in the electromagnetic spectrum (except SN 1987A when neutrino and light were both observed).

This, however, also implies that SNe could have been missed not just because of distance, but also because of other

reasons like the partial sky coverage and absorption.

The next Galactic CCSN event will be a great opportunity to study the physics of an exploding star. Since there

is a variety of progenitors and possible GWs emitted from CCSNe, even if a speci�c GW could be detected up to

the furthest edge of our Galaxy, we should strive to have the best possible conditions for the detection of all possible

CCSNe emission models, including those with unfavorable conditions (like a low mass progenitor with relatively

little turbulence). Unfortunately, given that the rate of CCSNe in the Milky Way is small, ∼1-2 per century,

there is also a need to understand under which conditions, meaningful scienti�c information can be extracted from

extragalactic CCSNe where rates are larger. A particularly interesting range is the Virgo cluster (10-15Mpc) since,

in the enclosed volume, it is possible to optically observe a few CCSNe per year (Gill et al, in prep).

I am coauthor of this study to quantify the intrinsic rate of CCSNe in the local universe (up to 20Mpc) and

to indentify their most probable locations for future CCSNe searches. In the study we choose 20Mpc in order to

identify the distance at which the cummulative rate becomes a few per year and where there are (extreme) emission

models which become detectable at distances within current detector sensitivies. I will provide implications to the

GW SN searches.

In GW data analysis for short transients, all the approaches range between two methodologies: matched �ltering

and excess power. Matched �ltering is suitable to search for waveforms with fully deterministic signatures and

waveforms from binary black holes are great examples and can be calculated from General Relativity (for binary

systems it is not possible in the merge phase). On the other side, when waveforms are not known or theory cannot

provide a template, an excess power method must be used. A matched �lter search allows a much smaller number

of degrees of freedom to be explored in the reconstructed signal (and they are all chosen from theory) while pure

excess power searches allow the maximum number of degrees of freedom to be set from the interferometer recordings

with the extra constraint that temporary consistent traces need to be present in di�erent interferometers. In the

LIGO-Virgo Collaboration we started with searching un-modeled GW transients with pure excess power searches

and we are progressively reducing the size of the parameter spaces with the aim to move the range sensitivities

close to the one of matched �ltering approach. The main tool I will be working with, is coherent Wave-Burst. This

is the �rst algorithm to detect GWs, and is very e�cient in searching for GW candidates.
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New Results

Initial LIGO/Virgo Optically Triggered Search:

• Detection statements of GW from CCSN.

• First visible distance statements on GW SN waveforms.

O1-O2 Optically Triggered Search:

• Detection statements of GW from CCSN.

• First astrophysically interesting EGW constraints

• First model exlcusion statements on CCSN engine based on GW data

Initial LIGO/Virgo Low Energy Neutrino Triggered Search:

• First search for coincident events.

While modeling of CCSNe and GW data analysis have decades long histories, the specialized methods dedicated

to detect GW from CCSN have not been developed to the same degree of sophistication. In my thesis, I will discuss

new tools and their predictions for GW SN Science. A particularly important case of this research program is the

case of a Galactic Supernova.

I will present various studies using di�erent features of CCSNe and their waveform morphologies to make the

searches more sensitive. Additionally I will demonstrate how various pieces of information can be used to extract

physics from CCSN.

I explore the detectability of GW from a variety of simulations: waveforms from realistic neutrino driven

explosion models for slowly- and non-rotating progenitor stars in 2D and 3D as well as rapidly rotating models

[22, 23]. I also discuss the scienti�c potential of semi-analytical and extreme models [24] or BH formation [25, 26].

Thesis Overview

This dissertation is divide into four parts. Part I presents a general overview to the Gravitational Wave Multi-

messenger Astronomy and Core-Collapse Supernova Science. Part II includes the results from Triggered GW CCSN

Searches in the Initial Detector Era. Part III presents the results of the �rst Optically Triggered GW CCSN Search

and detection perspectives in the Advanced Detector Era. Finally, Part IV focuses on detection perspectives with

the Future Generation Detectors.

Part I - Introduction to CCSN Multimessenger Astronomy In chapter 1, I give a general overview of

General Relativity and Gravitational Wave theory. I also describe the GW Detectors. Chapter 2 introduces brie�y

the theory of modeling CCSN. I describe here di�erent models and their imprint in GW signatures. Chapter 3 gives

an overview of GW Multimessenger Astronomy and describes GW CCSN Searches. In Chapter 4, I describe the

main algorithm used for searching for GW from CCSN, coherent WaveBurst.



4

Part II - Initial Generation Detectors In Chapter 5, I describe and provide the results of the �rst Optically

Triggered GW CCSN Search. Chapter 6 presents the elements of Low Energy Neutrino Triggered Search that I

conducted with Casentini et al [27].

Part III - Advanced Generation Detectors Chapter 7 describes the perspectives of detecting SN in the Local

Universe: CCSN rate and usage of counting techniques (Gill et al in prep). Chapter 8 presents the O1-O2 GW

CCSN Optically Triggered Search (Abbott et al, leading author). In Chapter 9, I will describe some of the detection

perspectives with design sensitivities of Advanced Detectors (Yakunin et al 2017 [28], Yakunin et al 2018 in prep)

as well as upgrades of Advanced Detectors. Chapter 10 describes the current LIGO strategy in case of a Galactic

Supernova. I will present here preliminary studies for searching for GWs from CCSNe with data from only one

detector. The �nal Chapter 12 in part III, contains several studies regarding extracting physical information from

a GW detection (Powell et al 2017 [29], Gill et al 2018 [30], Mukherjee et al. 2018 in prep).

Part IV - Future Generation Detectors In Chapter 13, I describe some of the challenges, strategies and

detection perspectives. Chapter 14 focuses on studying signal-to-noise ratios of di�erent SN models and future

designed sensitivities. In Chapter 15, I explore the possibility of using non-parameter Distributional Methods for

detecting populations of GW from CCSN (Szczepa«czyk et al 2018 in prep).

Papers related to this thesis

Co-author of 65 (Jan 2018) LIGO-Virgo Scienti�c Collaboration papers (full list: Spires).

Papers where I directly contributed:

[1] B. P. Abbott et al. First targeted search for gravitational-wave bursts from core-collapse supernovae in data
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M. Zanolin, C. Ott and P. Sutton)

[2] K. N. Yakunin, E. Endeve, A. Mezzacappa, M. Szczepa«czyk, M. Zanolin, P. Marronetti, E. J. Lentz, S.
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Papers in preparation:
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Chapter 1

General Relativity and Gravitational Waves

General Relativity (GR) was created by Albert Einstein in 1915; it sets a basis for our understanding of gravi-

tation. In this chapter, I will provide a general description of GR, followed by the theory of GWs that will include

their properties and polarization.

1.1 General Relativity

The considerations of General Relativity we will start from constructing a toy model of an empty space (e.g.

between galaxies). It can be modeled as a cartesian grid made of unit length rods. In each corner of the grid we

will put clocks that are synchronised. This way, each point is described in terms of time and space coordinates

(x, y, z, t).

When a massive object is placed in the empty space (a planet or a star) then the lengths of the rods are no longer

equal and the clocks, no longer synchronised; the space-time is now curved. For a dynamical sitation (e.g. coalescing

objects), the space-time changes its curvature over time. The relation between curvature and mass distribution:

(
Curveture of
space-time

)
∼
(
Dynamical movement of mass

in this space-time

)

This is a simplistic description of the Einstein Equations.

General Relativity is a succesful theory that passes all tests conducted experimentally up to now. Such a

notable test is Mercury's precession. According to Newtonian gravity, when a planet is orbiting the Sun, the orbit

is elliptical. However, observations contradict this, showing that the orbit deviates from the elliptical path. It is

GR that provides predictions that are in agreement with these measurements.

Another con�rmation of GR comes with the phenomenon of gravitational lensing. Light in vacuum propagates

in a straight line. However, the line is bent when light is moving nearby a massive object. This phenomenon

has been con�remed by an experiment in 1919, when the lensing was directly measured during a solar eclipse. In

this experiment solar mass directly a�ected the curvature of spacetime. A visualization of the e�ect of spacetime

curvature is show in �gure 1.1 for a static and dynamical distribution of matter.

7
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Figure 1.1: Curved spacetime. Left: static situation (image source [4]). Right: dynamical situation, coalescing
Black Holes (image source [5]).

1.1.1 Einstein Equations

In General Relativity, the Einstein Equations relate the curvature of spacetime, the Einstein tensor Gµν , with

the distribution of mass, the mass-energy tensor Tµν , (where µ, ν ∈ {0, 1, 2, 3} = {ct, x, y, z}, and c is speed of light).
The equations describe the former as proportional to the latter:

Gµν =
8πG

c4
Tµν , (1.1)

where G is a gravitational constant. Einstein tensor is de�ned as:

Gµν = Rµν −
1

2
gµνR, (1.2)

where Rµν is the Riemann tensor, and R the Ricci scalar. There are also the following de�nitions describing the

curvature of spacetime:

Christo�el symbol Γµαβ =
1

2
gµλ (∂αgλβ + ∂βgλα − ∂λgαβ) (1.3)

Riemann tensor Rµναβ= gαλ

(
∂µΓλβν − ∂νΓλµβ + ΓλµηΓηνβ − ΓλνηΓηµβ

)
(1.4)

Ricci tensor Rµν = g%σR%µσν (1.5)

Ricci scalar R = gµνRµν (1.6)

(1.7)

1.2 Gravitational Waves

In this section, I will linearize the Einstein Equations to arrive to a wave solution that describe Gravitational

Waves. The linearization holds when the observer is far away from the source and the metric, gµν , is written as:

gµν = ηµν + hµν , (1.8)
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where ηµν is Minkowski �at metric:

ηµν =




−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1



, (1.9)

and hµν is a small perturbation, |hµν | � 1. In this approximation the Einstein tensor (1.2) has only linear

components in hµν :

Gµν =
1

2

(
∂α∂νh

α
µ + ∂α∂µh

α
ν − ∂µ∂νh−2hµν + ηµν(2h− ∂α∂βhαβ)

)
, (1.10)

where d'Alembertian 2 = ∂α∂α, h = hαα. This expression can be shortened by de�ning:

h̄µν = hµν +
1

2
ηµνh. (1.11)

The Einstain tensor Gµν then becomes:

Gµν =
1

2

(
∂α∂ν h̄

α
µ + ∂α∂µh̄

α
ν −2h̄µν − ηµν∂α∂βh̄αβ

)
. (1.12)

This can be further simpli�ed by doing a proper coordinate tranformation. De�ning new coordinates:

x′α = xα + ξα(xβ) (1.13)

assuming that |∂βξα| � 1. It is possible to choose ξ such that:

∂ν h̄µν = 0. (1.14)

This is also known as Lorentz gauge. In this weak �eld approximation, the Einstain tensor becomes:

Gµν = −1

2
2h̄µν . (1.15)

By substituting this form of the Einstein equation (1.1), we arrive at a linearized form of Einstain equations:

2h̄µν = −16πG

c4
Tµν . (1.16)

1.2.1 Vacuum solution

One can solve the linearized Einstein Equations (1.16) in vacuum, i.e. Tµν = 0. Equation (1.16) then becomes:

2h̄µν = 0. (1.17)

or (
− 1

c2
∂2

∂t2
+4

)
h̄µν = 0, (1.18)
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where 4 = (∂2
x, ∂

2
y , ∂

2
z ). This is a wave equation with the solution:

h̄µν = Aµν cos(kαx
α), (1.19)

where kα = (ω,k) and ω is the frequency while k is the wave number. By substituting (1.19) to (1.17) we obtain

the relation between ω and k:

ω = c|k|. (1.20)

The Lorentz gauge (1.14) gives an additional constraint in the amplitude:

Aµνk
ν = 0. (1.21)

This means that the wave is perpendicular to the direction of propagation; this solution, Aµν cos(kαx
α), describes

a wave front.

1.2.2 Transverse-Traceless gauge

Up to now, the amplitude Aµν is constrained by equation (1.21). However, we have freedom in choosing ξα

using the Lorentz gauge (1.14). Our choice will be:

ξα = Bα cos(kµx
µ). (1.22)

Bα can also be chosen in such a way that we further limit the amplitude Aµν :

Aµµ = 0 (1.23)

and

AµνU
ν = 0, (1.24)

where Uν is a non-constrained four-vector (qµν = −1). Equations(1.23) and (1.24) are called the Transverse -

Traceless gauge (TT gauge). By using the TT gauge, the amplitude Aµν will reduce the number of independent

equations from 6 to 2.

One can choose four-velocity Uν as Uν = (1, 0, 0, 0) (we are free in the choice of four-velocity, so we will choose

the simplest form). By using the gauge condition (1.24) we arrive at:

Aµ0 = 0. (1.25)

Consequently we assume that the wave is propagating in the z direction: kµ = (k, 0, 0, k). From equations (1.21)

and (1.24) we can �nd that:

Aµz = Aµ0 = 0. (1.26)

The gauge condition (1.23) makes it so that the diagonal of Aµν disappears:

Ayy = −Axx. (1.27)
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This way, we get that in the TT gauge, a wave propagating in the z direction will have the following form:

hTTµν =




0 0 0 0

0 hxx hxy 0

0 hxy −hxx 0

0 0 0 0



. (1.28)

It can be noticed that there are only two independent elements in this array, hxx and hxy, and we reduced the

number of the independent equations to two. Furthermore, we will discuss the physical interpretation of this wave

solution.

1.2.3 Interaction of a GW with Matter

Let us consider a free falling particle in vacuum in position x = (xµ). The GW passing through the particle will

interact with it. We know that the particle must follow a geodesics:

d2xµ

dτ2
+ Γµνρ(x)

dxν

dτ

dxρ

dτ
= 0 (1.29)

The particle initially does not move. This means that the four-velocity is dxβ

dτ = δβ0 . Initial acceleration is:

d2xµ

dτ2

∣∣∣∣
τ=0

= −Γµ00 = −1

2
ηµβ(∂0hβ0 + ∂0h0β − ∂βh00). (1.30)

In the TT gauge the acceleration vanishes (equation (1.28)), which means that in every moment of time the particle

is not moving

Figure 1.2: Two separate free falling particles that interact with GW.

Let us consider a second particle that is separated from the �rst one, and is at point xµ + ζµ (Figure 1.2). The

geodesic equation will look as follows:

d2(xµ + ζµ)

dτ2
+ Γµνρ(x+ ζ)

d(xν + ζν)

dτ

d(xρ + ζρ)

dτ
= 0. (1.31)

We will approximate this equation by keeping only linear components in ζ.

Next we will subtract this equation from (1.29), and obtain the following:

d2ζµ

dτ2
+ 2Γµνρ(x)

dxν

dτ

dζρ

dτ
ζσ∂σΓµνρ(x)

dxν

dτ

dxρ

dτ
= 0. (1.32)
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Locally, in close proximity to x, the Christo�el symbols vanish:

Γµνρ(x) = 0, (1.33)

which means:
d2ζµ

dτ2
+ ζσ∂σΓµνρ(x)

dxν

dτ

dxρ

dτ
= 0. (1.34)

If our two particles are moving slowly, i.e. dxi/dτ � dx0/dτ , then we can disregard components dxi/dτ :

d2ζi

dτ2
+ ζσ∂σΓi00(x)

(
dx0

dτ

)2

= 0. (1.35)

This implies that locally, around the point x, we �nd that ζσ∂σΓi00 = ζi∂iΓ
i
00. We notice also that Γµνρ(x) = 0 and

∂0Γi0j = 0, so that:

Ri0j0 = ∂jΓ
i
00 − ∂Γi0j = ∂jΓ

i
00 (1.36)

and
d2ζi

dτ2
= −Ri0j0ζj

(
dx0

dτ

)2

. (1.37)

If the particles are moving with non-relativistic velocities, then τ ≈ t and dx0/dτ ≈ c, which leads us to:

ζ̈i = −c2Ri0j0ζj . (1.38)

The Riemann tensor (1.4) in a weak �eld approximation (1.8) becomes:

Rµνρσ =
1

2
(∂ν∂ρhµσ + ∂µ∂σhνρ − ∂µ∂ρhνσ − ∂ν∂σhµρ) , (1.39)

and in the TT gauge, it becomes:

Ri0j0 = Ri0j0 = − 1

2c2
ḧTTij . (1.40)

The �nal equation describing the relative movement between two particles is:

ζ̈i =
1

2
ḧTTij ζ

j . (1.41)

1.2.4 GW Polarization

Let us simplify the notation of (1.28) by substituting hxx = h+ sinωt and hxy = h× sinωt. We can further

divide the tensor (1.28) into two components. These two components represent two polarization states: "+" and

"×". The "+" component we will write as:

hTTµν = h+ sinωt




0 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 0



. (1.42)
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We will consider now two particles laying on a plane (x, y) in cartesian coordinates. One of them we will put at

point (0, 0) and the other at point:
~ζ = (x0 + δx(t), y0 + δy(t)), (1.43)

where (x0, y0) is a �xed, non-perturbated position of the particle and (δx(t), δy(t)) is the perturbation caused by

the GW. Both particles are moving on geodesics. By substituting ~ζ to equation (1.41) we will get:

{
δẍ(t) = − 1

2h+(x0 + δx(t))ω2 sinωt,

δÿ(t) = 1
2h+(y0 + δy(t))ω2 sinωt.

(1.44)

We will assume a small perturbation, that is, δx(t)� x0 and δy(t)� y0. The equations (1.44) are simpli�ed then

to: {
δẍ(t) = − 1

2h+x0ω
2 sinωt,

δÿ(t) = 1
2h+y0ω

2 sinωt.
(1.45)

After integrating them we get: {
δx(t) = 1

2h+x0 sinωt,

δy(t) = − 1
2h+y0 sinωt.

(1.46)

Similarly, when we consider the "×" component of (1.28):

hTTµν = h× sinωt




0 0 0 0

0 0 1 0

0 1 0 0

0 0 0 0



, (1.47)

we �nd that: {
δx(t) = 1

2h×y0 sinωt,

δy(t) = 1
2h×x0 sinωt.

(1.48)

Consequently, if we consider a ring of particles with the solutions (1.46) and (1.48), we can �nd out how the

ring will behave when a GW is passing through it from the z direction. Figure 1.3 shows the movement of these

particles for the two polarizations. From this �gure it is visible why the two polarizations are called plus and cross

polarizations.

1.2.5 GW Production

In this section we will derive how the GW signature, hµν , looks for a source, Tµν . We will look for the solution

of the equation (1.16): (
− ∂2

∂t2
+52

)
h̄µν = −16πG

c4
Tµν . (1.49)

In the volume V the solution is:

h̄µν(t, xi) =
4G

c2

∫

V

Tµν(t− |xi − yi|/c, yi)
|xi − yi| d3y. (1.50)
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Phase

Figure 1.3: Rings of particles that interact with GW propagating perpendicular to the x− y plane.

For convenience we will put the center of the coordinate system inside the source. When we go far away from the

source, at a distance r = |xi| � |yi|, we will get:

h̄µν(t, xi) ≈ 4G

c2r

∫

V

Tµν(t− r/c, yi)d3y. (1.51)

Mass-energy conservation:

∂νT
µν = 0, (1.52)

which we can also write as: ∫

V

Tµ0d3y = const, (1.53)

implies hµ0 = const. Let us introduce the de�nition of quadrupole moment:

Ikl =

∫

V

T 00ykyldy. (1.54)

By using the following identity (derived from energy-momentum conservation (1.52)):

∂2

∂t2

∫
T 00ykyld3y = 2

∫
T kld3y, (1.55)

we get a �nal form:

h̄ij =
2G

c2r
Ïij(t− r/c), (1.56)

where Ï is a second time derivative of quadruopole moment.
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1.2.6 GW Energy Radiated by the Supernova

For the detection of a GW, it is important to know its energy, using the quadrupole moment from SN simulations.

In this section, I will derive the GW energy from a Supernova when the quadrupole moment or strain is directly

available. There are several ways of equivalent formulations [31]. The choice of the formualation depends on the

application. Here, I will present one formulation assuming a known quadrupole moment.

The total energy of gravitational waves (EGW ) emitted by a spherically asymmetric source can be expressed as:

EGW =

∫

R

dE

dt
dt (1.57)

where dE/dt is gravitational wave luminosity [32]:

dE

dt
=

G

5c5
〈
...
-I ij

...
-I
ij〉, (1.58)

where
...
-I ij is the second time derivative of quadrupole moment 1.54. In order to write down EGW in the frequency

domain, one has to use a Fourier transform:

-̈Iij(t) =

∫

R

¨̃-Iij(f)e−2πiftdf, (1.59)

along with Parseval's theorem, stating that:

∫

R
dt
∣∣∣ -̈Iij(t)

∣∣∣
2

=

∫

R
df
∣∣∣¨̃-Iij(f)

∣∣∣
2

. (1.60)

The gravitational wave energy can then be written as:

EGW =
G

5c5

∫

R
dt〈

...
-I ij

...
-I
ij〉 (1.61)

=
G

5c5

∑

ij

∫

R
dt

(
d

dt
-̈Iij(t)

)2

(1.62)

=
G

5c5

∑

ij

∫

R
df(2πf)2

∣∣∣¨̃-Iij(f)
∣∣∣
2

, (1.63)

where ¨̃-Iij = ¨̃Iij − 1/3δij Tr ¨̃I and Tr ¨̃I = ¨̃Ixx + ¨̃Iyy + ¨̃Izz.

Derivation from Quadrupole Moments A possible way to express EGW in terms of elements of quadrupole

moment is:

EGW =
G

5c5

∫

R
df(2πf)2

(∣∣∣¨̃-Ixx
∣∣∣
2

+
∣∣∣¨̃-Iyy

∣∣∣
2

+
∣∣∣¨̃-Izz

∣∣∣
2

+ 2
∣∣∣¨̃-Ixy

∣∣∣
2

+ 2
∣∣∣¨̃-Iyz

∣∣∣
2

+ 2
∣∣∣¨̃-Izx

∣∣∣
2
)

(1.64)

=
2G

5c5

∫ ∞

0

df(2πf)2

(∣∣∣ ¨̃Ixx − 1/3 Tr ¨̃I
∣∣∣
2

+
∣∣∣ ¨̃Iyy − 1/3 Tr ¨̃I

∣∣∣
2

+
∣∣∣ ¨̃Izz − 1/3 Tr ¨̃I

∣∣∣
2

+ (1.65)

2
∣∣∣ ¨̃Ixy

∣∣∣
2

+ 2
∣∣∣ ¨̃Iyz

∣∣∣
2

+ 2
∣∣∣ ¨̃Izx

∣∣∣
2
)
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Alternative expression I The radiated energy can also be rewritten in the following fashion:

EGW =
G

5c5

∑

ij

∫

R
dt

(
d

dt
-̈Iij(t)

)2

(1.66)

=
G

5c5

∫

R
dt
(...
-I

2
xx +

...
-I

2
yy +

...
-I

2
zz + 2

...
-I

2
xy + 2

...
-I

2
yz + 2

...
-I

2
zx

)
(1.67)

=
G

15c5

∫

R
dt
(

3(
...
-I

2
xx +

...
-I

2
yy +

...
-I

2
zz) + 6(

...
-I

2
xy +

...
-I

2
yz +

...
-I

2
zx)
)

(1.68)

=
G

15c5

∫

R
dt
(
3(
...
I xx − 1/3 Tr

...
I )2 + 3(

......
I yy − 1/3 Tr

...
I )2+ (1.69)

3(
...
I zz − 1/3 Tr

...
I )2 + 6(

......
I

2

xy +
...
I

2
yz +

...
I zx)2

)

=
G

15c5

∫

R
dt
(

3
...
I

2
xx − 2

...
I xx Tr

...
I + 1/3(Tr

...
I )2+ (1.70)

3
...
I

2
yy − 2

...
I yy Tr

...
I + 1/3(Tr

...
I )2+

3
...
I

2
zz − 2

...
I zz Tr

...
I + 1/3(Tr

...
I )2+

6(
...
I

2
xy +

...
I

2
yz +

...
I

2
zx)
)

=
G

15c5

∫

R
dt
(

2
...
I

2
xx + 2

...
I

2
yy + 2

...
I

2
zz − 2

...
I xx

...
I yy − 2

...
I xx

...
I yy − 2

...
I xx

...
I yy (1.71)

6(
...
I

2
xy +

...
I

2
yz +

...
I

2
zx)
)

=
G

15c5

∫

R
dt
(
(
...
I xx −

...
I yy)2 + (

...
I yy −

...
I zz)

2 + (
...
I zz −

...
I xx)2+ (1.72)

6(
...
I

2
xy +

...
I

2
yz +

...
I

2
zx)
)

Applying Parseval's theorem:

EGW =
G

15c5

∫

R
df
(
|
...
Ĩ xx −

...
Ĩ yy|2 + |

...
Ĩ yy −

...
Ĩ zz|2 + |

...
Ĩ zz −

...
Ĩ xx|2+ (1.73)

6(|
...
Ĩ xy|2 + |

...
Ĩ yz|2 + |

...
Ĩ zx|2)

)

=
2G

15c5

∫ ∞

0

df(2πf)2
(
| ¨̃Ixx − ¨̃Iyy|2 + | ¨̃Iyy − ¨̃Izz|2 + | ¨̃Izz − ¨̃Ixx|2+ (1.74)

6(| ¨̃Ixy|2 + | ¨̃Iyz|2 + | ¨̃Izx|2)
)

Equation (1.74) is consistent with Müller+12, eqn. (34) (see [33]).

Alternative expression II Another way to calculate the gravitational wave energy of the source is:
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EGW =
G

5c5

∑

ij

∫

R
dt

(
d

dt
-̈Iij(t)

)2

(1.75)

=
4G

15c5

∫ ∞

0

dt
(...
I

2
xx +

...
I

2
yy +

...
I

2
zz −

...
I xx

...
I yy −

...
I yy

...
I zz −

...
I zz

...
I xx+ (1.76)

3(
...
I

2
xy +

...
I

2
yz +

...
I

2
zx)
)

Because of mixed terms, like
...
I xx

...
I yy, the Parseval's theorem cannot be used. After applying Fourier transform:

ẼGW =
4G

15c5

∫ ∞

0

df

(...
Ĩ

2

xx +
...
Ĩ

2

yy +
...
Ĩ

2

zz −
...
Ĩ xx

...
Ĩ yy −

...
Ĩ yy

...
Ĩ zz −

...
Ĩ zz

...
Ĩ xx+ (1.77)

3(
...
Ĩ

2

xy +
...
Ĩ

2

yz +
...
Ĩ

2

zx)

)

=
4G

15c5

∫ ∞

0

df(2πf)2
(

¨̃I2
xx + ¨̃I2

yy + ¨̃I2
zz − ¨̃Ixx

¨̃Iyy − ¨̃Iyy
¨̃Izz − ¨̃Izz

¨̃Ixx+ (1.78)

3( ¨̃I2
xy + ¨̃I2

yz + ¨̃I2
zx)
)

the total energy is the absolute value of equation (1.78):

EGW =
∣∣∣ẼGW

∣∣∣ . (1.79)

Equation (1.78) is consistent with Scheidegger et al 2010, eqn. (27), see [34].

Signal's root-sum-square, hrss A strength of a GW signal with h+(t) and h×(t) polarization components can

be written in terms of root-sum-square, hrss, value:

hrss =

√∫ 〈
h2

+(t) + h2
×(t)

〉
Ω

dt , (1.80)

where 〈〉Ω is an average over solid angle Ω of the source. hrss is expressed in units of strain/
√

Hz. As an illustration,

assume that an average strain of a supernova waveform at 10kpc is h ≈ 10−22 and the signal lasts around τ ≈ 0.5s

then the hrss value can be approximated by:

hrss ≈
√
τh = 0.7× 10−22strain/

√
Hz. (1.81)

GW Energy for narrowband signals The expression for GW Energy emission can be approximated for

isotropic emission of narrowband signals, e.g. a sine-Gaussian or long bar instability waveform. Following [35]

the GW energy is:

EGW =
π2c3

G
D2f2

0h
2
rss . (1.82)

where c is speed of light, G gravitational constant, D distance from the source and f0 signal's peak frequency.
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1.2.7 Linear and Elliptical Polarizations

A common method of extracting GW from quadrupole moment is a multipole expansion [36]:

h+ − ih× =
1

D

∞∑

`=2

∑̀

m=−`
H`m(t)−2Y`m(θ, φ) (1.83)

The expansion parameters H`m(` = 2 denotes the quadrupole) are complex functions of the retarded source time

t. In order to express H2m in terms of Ïij , one �rst expresses h+(θ, φ) and h×(θ, φ) in terms of Ïkl, then convolves

these with −2Y ∗lm. The result is:

Hquad
20 =

√
32π

15

G

c4
(Ïzz −

1

2
(Ïxx + Ïyy)), (1.84)

Hquad
2±1 =

√
16π

5

G

c4
(∓Ïxz + iÏyz) (1.85)

Hquad
2±2 =

√
4π

5

G

c4
(Ïxx − Ïyy ∓ 2iÏxy) (1.86)

For completeness, we give the de�nitions of the relevant −2Y ∗lm:

−2Y22 =

√
5

64π
(1 + cos θ)2e2iφ, (1.87)

−2Y21 =

√
5

16π
sin θ(1 + cos θ)eiφ, (1.88)

−2Y20 =

√
15

32π
sin2 θ, (1.89)

−2Y2−1 =

√
5

16π
sin θ(1− cos θ)e−iφ, (1.90)

−2Y2−2 =

√
5

64π
(1− cos θ)2e−2iφ, (1.91)

Iyz =

∫
yzρdxdy dz, (1.92)

where ρ is mass density.

Axial symmetry around the z-axis shows that the integral above is zero, because we have equal contributions

with y > 0 and y < 0. Similarly,

Ixz = 0 (1.93)

and also

Ixy = 0 (1.94)
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also

Ixx = Iyy (1.95)

as a consequence equations (1.85) and (1.86) are zero for an asymmetric motion and only (1.84) is non-zero. Given

that (1.89) is real it means that (1.83) is real and therefore:

h× = 0 (1.96)

because it multiplies by "i" on the left side of (1.83). Thus proving the linear polarization of a dynamical system

with axial symmetry.

Polarization State for a GW Emission from a Standing Accretion Shock Instability (SASI The GW

emission from a SASI is expected to be generated by a rotating perturbation on the protoneutron star. If we model

this rotating perturbation as a rotating ellipsoid of inertia:

I =



I1 0 0

0 I2 0

0 0 I3


 (1.97)

If we model this rotating perturbation as a rotating ellipsoid of inertia where I1, I2 and I3 are the principal axis of

inertia.

We will now de�ne I = I1 +I2 and ε = I1−I2
I3

. It can be shown that the GW strain for two polarizations become:

h+ = −4GεI3ω
2

c4r

1 + cos2 ι

2
cos 2ωt (1.98)

h× =
4GεI3ω

2

c4r
cos ι sin 2ωt (1.99)

These equations represent extreme emission of long-bar mode instability while the deformation is present.

1.2.8 SN Memory

The late stages of the explosion that develop in a non spherically symmetric fashion is a low frequency component

that can be named the memory or tail of a SN waveform. As illustrative examples we present here the calculation

of the memory for two toy model explosions where axisymmetric distributions of masses expand in a prolate and

oblate fashion. It is also worth mentioning that prolate explosions are more likely to develop in 2D simulations

because of the development of large funnels of material around the theta axis of the coordinates.

Prolate Explosion Example

The mass M divides into two masses that proceed along the z axis at a velocity f(t) and locations z = f(t) and

z = −f(t) with a proper function f(t). If t approaches∞, ḟ(t) = α with α being a constant because the two masses

will eventually stop interacting and the velocities become constant (zero gravitational force when t approaches ∞).
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The density equation becomes:

ρ =
M

2
δ(z − f(t))δxδy +

M

2
δ(z + f(t))δxδy (1.100)

Iij = δi3δj3

∫
ρz2dxdydz = δi3δj3[

∫
M

2
δ(z − f(t))z2dz] + δi3δj3[

∫
M

2
δ(z + f(t))z2dz] = (1.101)

δi3δj3[
M

2
f(t)2 +

M

2
f(t)2] = δi3δj3M [f(t)2]

As t approaches ∞:

Ï33 = M [2fḟ + 2ḟ2] = 2Mα2 (1.102)

For all other combinations of i and j:

Ï33 = 0 (1.103)

From [32]:

hTT+ =
G

c4D
(−Ï33sin

2(θ)) = −G2Mα2

c4
sin2(θ) (1.104)

Oblate Explosion Example

In spherical coordinates ρ becomes:

ρ =
1

2π

M

r2
δ(θ − π

2
)δ(r − f(t)) (1.105)

I33 =

∫
ρx2d3x =

∫
1

2π

M

r2
δ(θ − π

2
)δ(r − f(t))r cos θ sin θdθφdr = 0 (1.106)

Which means the memory amplitude is dependent on θ but not the sign and that the relevant parameter is the

asymptotic velocity of the two ejected masses. Therefore:

I3i = Ii3 = 0 for i = 1, 2, 3 (1.107)

I11 =

∫
px2d3x =

∫
1

2π

M

r2
δ(θ − π

2
)δ(r − f(t))(r sin θ cosφ)2r2 sin θdθdφdr = (1.108)

∫
M

2π
f(t)2 cos2 θdφ =

M

4π
f(t)2 = I22

I12 =

∫
1

2π

M

r2
δ(θ − π

2
)δ(r − f(t))(r sin θ cosφ(r sin θ sinφr2 sin θdθdφdr = (1.109)

∫
M

2π
δ(r − f(t))r2 cosφ sinφdφ = 0 = I21

In summary, the only non-zero terms are:

I11 = I22 =
M

4π
f(t)2 (1.110)
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Using the relationship ḟ(t) = α, we �nd:

Ï11 =
M

2π
α2 (1.111)

According to [32] the GW signature becomes:

hTT+ =
G

c4D
sin2 θ

M

2π
α2, (1.112)

hTT× = 0. (1.113)

1.3 GW Detectors

The �rst attempt to detect GW was done by Joseph Weber in 60's. Weber was the �rst who believed in

possibility of detecting GW. He was a pionier in building bar detectors. These detectors are cylinders with certain

resonant frequency. GW passing throgh the detector excites it and a piezoelectric device measure the level of the

vibration. This teachnique was further developed for the several decades. The bar detectors were operating in many

countries like USA, Italy or Australia. These narrowband bar detectors however appeared to be not as sensitive as

the later proposed interferometers.

The interferometric technique was invented more than a century ago by Albert Michelson. In 1887 in well known

Michelson-Morley experiment this very sensitive techique gave negative result on detecting luminiferous aether This

result gave revolution in our understanding of spacetime. Nowadays interferometry allowed detecting GW for the

�rst time opening Gravitational Wave Astronomy and opening window for future discoveries.

Interferometers for GW detections were proposed in 60s and 70s of the last century. These designes later evolved

into the proposals of broadband detectors with signi�cantly better sensitivity in comparison to bar detectors. Over

the years several interferometers were build such as TAMA 300 in Japan, GEO 600 in Germany, Virgo in Italy,

KAGRA in Japan and LIGO in USA. Over the years these detectors were setting up various astrophysical constrains

setting up the stage for GW detection.

Laser Interferometers are spacially separated to minimize the in�uence of the local enviromental disturbances

on detecting GW and give a better sky localization. Their orientation in the future might allow to measure the two

polarizations.

In the following section I will describe their operation principles. Section 1.3.1 describes the case of a simple

Michelson interferometer.

1.3.1 Simple Michelson Interferometer

Interferometry is a widely used technique that uses light superposition (interference) to extract information. A

simple Michelson interferometer consists of a light source, beamsplitter and two mirrors and a photodiode. Left

panel in Figure 1.4 shows a schematic representation of an example of simple Michelson interferometer with a laser

light as the source an with perpendicular arms. A similar con�guration can be found in GEO 600 detctor with

folded arms giving e�ective length of the arms of 1200m. For this simple con�guration, the light from a laser is

sent to the beamsplitter, splitted and going to be re�eced by the mirrors at the ends of the arms. The light comes
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Figure 1.4: Outline of the interferometers. Left: simple Michelson (picture from [6]), Right: GW Interferometers
with Optial Cavities, Signal Recycling Mirror (SRM) and Power Recycling Mirror (PRM), (picture from [7]).

back to the beamsplitter, split again and interfere in the photodetector. The detector is tuned to have destructive

interference in the photodiode that is also called dark fringe. The interferometer is measuring the relative change

in length δL(t) of the arms and though the strain h(t):

δL(t) = δLx − δLy = h(t)L (1.114)

where δLx and δLx are indyvidual arm length changes and L ≈ Lx ≈ Ly. Given an example of GEO 600 sensitivity,

the arm length is L = 1200m and currently measurable di�erential arm δL(t) ≈ 10−18m at around 100Hz we are

able to measure strains of an order of h(t) ≈ 10−21. It is a remarkable number. However there are several methods

that can be undertaken to improve it.

1.3.2 GW Interferometers

The most sensitive nowadays operating GW interferometers such as LIGO and Virgo are modi�ed versions of a

simple interferometer. The detectors operate in a homodyne con�guration that allows extracting the GW phase [19].

A schematic representation is shown in right panel of Figure 1.4. There are three main advancements:

1. Resonant optical cavities - these Febry-Perot cavities allow to extend an e�ective length of the arms. In case

of LIGO detectors the photons circulating inside the cavities are re�ected by the mirrors around 300 tmes.

2. Power recycling cavities - given that the detector is kept in the dark fringe, the light after coming back from

the arms is re�ected by beamsplitter back to the laser. To prevent it, partially transmissive mirrors are placed

in front of the laser to re�ect the light back into the interferometer.

3. Signal recycling cavities - this is realized by placing another partially transmissive mirror at the output of the

detector. The mirror sends the signal sidebands back to the detector where it is enhanced coherently. This
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cavity broadens the frequency response of the interferometer. It also may be used to detune the detector to

a version with improved narrowband sensitivity.

Even if the noise level at high frequencies depend on the readout, the main limiting factor is the photon shot

noise. This noise origins from a non temporally uniform collapse of the photons wave functions with the photodiode

This noise can be reduced by increasing the power circulating inside the arm cavities - increasing the laser power

in the arms is expected to be a great technological challenge. The low frequency noise at power spectral density of

the Interferometer is limited by the seismic noise. This is a displacement noise caused by motion of the ground and

it is isolated by quadruopole-pendulum systems or seismic isolation. In intermediate frequencies the thermal noise

is a dominant factor and it is minimized by optimizing the properties and designs of the low loss mirrors coatings

and and their suspensions with low mechanical loss fused silica.

Other noise sources, like a scattered light, are minimized by the putting the system in ultra hight vacuum below

1µPa. Enviromental disturbences a�ect the data. Each detector is armed with large number of varoius sensors that

monitor the enviroment: seismometers, weather sensors, microphones, magnetometers, cosmic ray detectors and

others. The number of sensors for LIGO site is of an order of 200,000.

Figure 1.5: Aerial view of the Hanford detector (source [8])

1.3.3 Antenna Patterns

The GW detectors measure the arm length changes due to GW. The sensitivity will vary with the relative

direction where the GW is coming from and the arm orientation with respect to this direction. This spatial

sensitivity is re�ered as antenna pattern. The antenna pattern depends on the detector shape. Most of the

interferometers are L-shape with perpendicular arms. Some proposed future designs have di�erent layouts, the

most notable is Einstein Telescope with triangular con�guration made of V-shape interferometers with 60o between

the arms.

Depending on the source orientation or on the uncertainty on the exact time the GW passage through the Earth,

we might need either time independent antenna patterns or time dependant ones. For example, when the on-source
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window is of the order of a few hours to one day. The spacial sensitivity will be changing over time too due to the

rotation of Earth. The future space based detectors, like LISA, will have antenna patterns evolving over time in

both geographical and sky coordinate systems.

For simplicity, in section 1.3.3 I will discuss the antenna pattern of a L-shape detector in the coordinate system

associated with the detector.

L-shape detectors

Let's consider a detector with equal and perpendicular arms. Associate one of the arms with the x-axis and the

second arm with y-axis, see Figure 1.6. The center of coordinate system is at the position of beamsplitter. Let's

assume also that the GW is coming from direction z that is perpendicular to the x− y plane.
When a GW is passing through the detector, the movement of the end mirrors is described by the equation (1.41):

ζ̈iA = −1

2
ḧTTij ζ

j
A, (1.115)

where A = 1, 2 is a number of the mirrors placed in position (L, 0) and (0, L). The mirrors move then under the

presence of GW:
~ζ1 = (ζx1 , ζ

y
1 ) = (L+ δζx1 , 0 + δζy1 ),

~ζ2 = (ζx2 , ζ
y
2 ) = (0 + δζx2 , L+ δζy2 ).

(1.116)

We also assume that the mirrors move only along the arms, not perpendicular to them. This will simplify the

Figure 1.6: L-shape interferometer.

equations to:
~ζ1 = (ζx1 , ζ

y
1 ) = (L+ δζx1 , 0),

~ζ2 = (ζx2 , ζ
y
2 ) = (0, L+ δζy2 ).

(1.117)

Putting these equations to (1.115) we get:

{
δζ̈x1 = 1

2 ḧxx(L+ δζx1 ),

δζ̈y2 = 1
2 ḧyy(L+ δζy2 ).

(1.118)

For a monochromatic wave with frequency Ω and amplitude Aij , hij = Aij cos(ωt), we get:

{
δζ̈x1 = − 1

2Axx(L+ δζx1 )ω2 cos(ωt),

δζ̈y2 = − 1
2Ayy(L+ δζy2 )ω2 cos(ωt).

(1.119)
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In order to solve these equations, we can assume that the changes in arm length are much smaller than the lengths

of the arms, δζiA � L. After integrating the equations we arrive to:

{
Lx = ζx1 = 1

2AxxL cos(ωt) = 1
2hxxL,

Ly = ζy2 = 1
2AyyL cos(ωt) = 1

2hyyL.
(1.120)

Given that h(t) =
Lx−Ly
L , the strain becomes:

h(t) =
(L+ δζx1 )− (L+ δζy2 )

L
=

1

2
(hxx − hyy). (1.121)

General case

Equation (1.121) can be generalized as:

h(t) =
1

2
ni1h̃ijn

j
1 −

1

2
ni2h̃ijn

j
2 (1.122)

=
1

2
n1 · (h̃ · n1)− 1

2
n2 · (h̃ · n2), (1.123)

where n1 and n2 are unit vectors along the arms of an interferometer and h̃ is a polarization matrix:

h̃(t) = M(t)h(t)M(t)T , (1.124)

where h(t) is described in TT gauge as (equation (1.28)):

h(t) =



h+(t) h×(t) 0

h×(t) −h+(t) 0

0 0 0


 , (1.125)

and M(t) is a rotation matrix between the detector frame and the wave frame.

The GW strain is a function of the polarization states and the antenna pattern F+ and F×:

h = F+h+(t) + F×h×(t), (1.126)

The antenna paggerns F+ and F× depend on the sky position.

Antenna Pattern for a Single L-shape Detector For simplicity we assume that the detector is placed in a

cartesian coordinate system (x, y, z), and the two arms are placed along x and y axes. When a wave is arriving

from a direction (θ, φ) (in standard notation of the spherical coordinates), one can write a rotational matrix as:

M =




cosψ sinψ 0

− sinψ cosψ 0

0 0 1







1 0 0

0 cos θ sin θ

0 − sin θ cos θ







cosφ sinφ 0

− sinφ cosφ 0

0 0 1


 , (1.127)
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Figure 1.7: Antenna pattern for L1H1 detector network.

where ψ is polarization of the GW.

After applying (1.127) into (1.124) we get the following expressions for the detector's antenna patterns:

F+ =
1

2

(
1 + cos2 θ

)
cos 2φ cos 2ψ − cos θ sin 2φ sin 2ψ (1.128)

and

F× =
1

2

(
1 + cos2 θ

)
cos 2φ sin 2ψ + cos θ sin 2φ cos 2ψ. (1.129)

The antenna pattern in the detector's frame does not change over time. The same applies to the network of

detectors. However, due to the Earth rotation, the angular sensitivity is changing over time in celestial coordinates.

L1H1 Antenna Pattern Detector Network Example Figure 1.7 shows an example of the angular sensitivity

of L1H1 detector network in Earth coordinate system. This sensitivity rotates in the sky together with Earth

rotation. For a source that is �xed on the sky, like a supernova, the sensitivity in that sky location is changing

periodically. From this illustration it is visible that in a particular moment of time some parts of the sky are more

sensitivity than the other. It is visible that there are four blue spots where the sensitivity is much worse than the

rest of the sky. It can be explained by the position of the L1 and H1 detectors with respect to each other. The

arms of the detectors are roughly parallel (the Earth curvature, for example, is negligible in this case), so the arms

point to the direction of the blind spots. In case when when a supernova explodes in the sky corresponding to one

of these blind spots, the GW signal need to be around ten times more energetic to be detectable comparable to the

positions in the sky with full sensitivity (red color).
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Core-Collapse Supernova

2.1 Introduction

Core-Collapse Supernova is the end of life for a massive star, 8 < M < 130M�. During the life, the star burns

its fuel through nuclear fusion of elements. The stars are initially formed by hydrogen. When the temperature and

pressure is su�cient, the helium and heavier elements are produced. The heavier elements are moving closer to the

center creating an onion-like shape. The heaviest element that can be produced through nuclear fusion is iron and

an iron core is created. The electron degeneracy pressure and pressure generated by nuclear fussion counter the

force of gravity prventing from the core from collapsing.

When the iron core exceedes 1.4− 1.5M� the core becomes unstable the gravity becomes a dominant force and

the core collapses. This collapse stops when the new formed proton-neutron star achieve nuclear densities. Albeit,

in some cases, the iron core might also collapse to black hole shortly after the initial collapse. The initial iron

core has around 1000− 2000km in diameter, while right after the collapse, the proto-neutron star is 50− 100km in

diameter. This contraction makes electrons to break the Coulomb barrier and meet protons of the iron atoms. The

neutrons and neutrinos are produced then through reverse beta decay.

The initial energy available to drive a supernova explosion is around 0.15M� (primarly potential energy of an

iron core). 99% of the explosion energy is believed to be carried away with neutrinos. Around 1% of that energy is

transformed into light and then only a small fraction of the explosion energy is converted into Gravitational Waves.

Since the neutrinos are interacting very weakly with matter, they are leaving the collapsed core and then further

leave the star. Only a small amount of neutrinos (1-2%) interact with the star's matter. This massive production of

neutrinos is also believed to be a dominant factor in explaining the explosion mechanism of a core collapse supernova

for slowly rotating progenitors. The neutrinos that are leaving the star also produce Gravitational Waves, also known

as Gravitational Wave Memory - asymmetric component of the neutrino emission. Unfortunately their dominant

frequency is below 10Hz making them undetectable by the current GW Interferometers.

27
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2.2 Explosion mechanism

After the core collapses, an initial shock propagating outward is created powered by the bounce of the core

reaching nuclear densities. This shock dies out shortly after bounce with the infalling matter funneling onto the

proto-neutron star. Observationally we know that the stars explode, there must be a mechanism creating a shock

that reaches the surface and blow the star. It is unclear what is the exact mechanism, but it is believed that some

amount of neutrinos that are leaving proto-neutron star interract with the matter heating it up. A produced pressure

counters the infalling matter leading to the creation of a shock. When the heating is su�cient, the shock will expand

leading to an explosion. This scenario is known as neutrino driven explosion mechanism. This mechanism has been

studies for the scenario where the progenitor star rotates slowly. It is believed that 99% of all CCSN are exploding

according to this mechanism if the fraction of neutron stars versus magnetars in the Universe correspond to the

fraction of slowly rotating versus rapidly rotating progenitors.

Oservationally, there is about 1% of pulsars that rotate very quickly. They are believed to be formed from the

progenitor stars that initially rotate rapidly and go supernova. In this scenario, the initial seed magnetic �eld in the

iron core is magni�ed by the collapse of the core and its rapid rotation. The magnetic �eld could have a central role

in pushing the matter outward creating a shock that drives a supernova. This is also known as magnetorotationally

driven explosion mechanism.

2.3 Science with GW from CCSN

Core-Collapse Supernovae are astrophysical events where the micro-physics e�ects have impact on the macro-

physics e�ects and vice-versa. Modeling of these sources is an extremely di�cult and many approximations must be

done due to lack of su�cient understanding of physical e�ects especially for rapidly rotating progenitors, extensive

computational cost or numerical implementation.

CCSNe are observed regularly in the electromagnetic spectrum and a lot of our knowledge is coming from these

observations. The light from a supernova is visible after the shock breaks the surface, which is hours of days after

the iron core collapses. Unfortunately the information about the dynamics from the moment of the collapse is lost.

The information of what is happening during the collapse can be observed only with neutrino luminosity and GW

time series. So far the neutrinos from a CCSN were seen only from SN 1987A, while none of GW were seen from a

CCSN. Di�erent observables bring di�erent information about the source (see section 3) and GW carry information

about the dynamics of a CCSN. A detection of GW from CCSN gives an unique opportunity to understand the

nature of exploding stars and possibly learn something new that is not yet embodied in Science.

2.3.1 Science Questions

Here I am listing few examples of Science Questions that can be addressed and lessons that we might learn in

case of detection of GW from CCSN.

1. What is the dominant explosion mechanism of a CCSN?

2. What is the main source of asymmetry in CCSN?
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3. What is the neutrino mass hierarchy?

4. What is the speed of neutrinos?

5. What geometry is during BH formation?

6. What is the Nuclear Equation of State of dense matter?

7. What is the maximum mass of PNS?

8. We could learn about the evolution of the size of proto-neutron star.

9. We could learn about the accretion rate.

10. We could learn about rotational properties of PNS, rotational rate and rotational pro�le

11. We could learn what are the dominant GW emission processes (sources of asymmetry?)

2.4 Emission processes

As we saw in section 1.2.5 Gravitational Waves are radiated by a large aspherical mass-energy movement, more

precisely by the second time derivative of a quadruopole moment. CCSN has a large variety of di�erent processes

that break spherical symmetry emitting GW. The emission is associated with various modes of PNS pulasion,

convection or SASI, asymmetric neutrino out�aw, core collapse and bounce, �atenning of the core and others.

Table 2.1 presents a summary of di�erent emission processes along with basic properties.

The energy of GW varies by several orders of magnitude depending on the emission process. A typical ki-

netic energy of the supernova ejecta is around 10−3M�c2 (for example, for SN 2015as the kinetic energy is

0.4×10−3M�c2 [37]) and assuming that all kinetic energy is transformed into GW, it can be treated as an estimated

upper limit for GW energy emission. However, typical energy emitted in GW for a realistic simulations is around

to be of an order of 10−8 − 10−7M�c2.

Table 2.1: SN Emission Processes

Duration Spectrum Typical h Typical EGW
Emission Process [ms] [Hz] @ 1 Mpc [M�c2]
Rotating Collapse & Bounce ∼10 ∼400− 900 ∼5×10−24− 2×10−22 ∼2×10−11−1×10−7

Rotational Instabilities:
Dynamical Shear 10− & 100 ∼700− 1000 few ×10−23 10−7

(
∆t

100ms

)

Bar Mode 10− & 100 ∼1000− 2000 few ×10−23 − 10−21 10−7 − 10−2
(

∆t
100ms

)

Convection:
Prompt Convection 10− 30 ∼50− 1000 ∼10−25 − 10−23 ∼10−12 − 10−9

ν-Driven Convection/SASI 100− 500 ∼100− 1000 ∼10−25 − 10−23 ∼10−12 − 10−9
(

∆t
100ms

)

Convection in the PNS & 1000 ∼600− 1000 ∼10−23 − 10−23 ∼10−8
(

∆t
1s

)

Black Hole Formation . 1− 2 ∼600− 4000 ∼10−23 − 10−22 ∼10−8 − 10−7

Aspherical Out�ows & 100− 1000 ∼20 ∼10−23 − 10−22 . 10−11

Accretion Disk Instabilities & 1000 ∼100− 1000 ∼10−22 − 10−19 ∼10−5 − 10−1

Neutrino Out�ow & 1000 . 10 ∼10−21 − 10−19 ∼10−5 − 10−1
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2.5 Waveform morphologies

For the GW searches the most important quantity for detecting far sources is the GW energy. Another important

property is the morphology of the signal. The detection capabilities vary depending on the time-frequency evolution

of a waveform. This section describes few di�erent types of SN models.

Figure 2.1: Example spectrograms of SN waveforms. Upper left: Neutrino Driven waveform - Yakunin 2015, Upper
right: Magnetorotationally Driven waveforms - Scheidegger 2010, Lower left: Collapsar - Cerda-Duran 2013, Lower
right: Exreme Emission Model - Piro 2010.

2.5.1 Neutrino Driven Explosions

The most realistic supernova waveforms are relatively long and broadband.

Yakunin et al 2015 [38]

We consider waveforms generated with four di�erent progenitor masses: 12, 15, 20, 25M�. These are obtained

from two-dimensional numerical simulations of non-rotating stars. The e�ect of general relativity is taken into

account by replacing the newtonian monopole gravitational potential with the correction due to relativity. Also,
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for these waveform a Lattimer-Swesty EoS was used with a bulk compressibility modulus of 220 MeV.

Mueller et al 2012 [33]

This model is a three-dimensional simulation employing non-rotating 15 and 20 M� progenitor stars. In these

simulations funnel of matter after collapse does not reach the dense part of the core and as a consequence the only

low frequency GW signals are produced.

2.5.2 Magneto-hydrodynamically Driven Explosions

This explosion mechanism is proposed for progenitors that rotte fast. It is believed that only 1% of all supernovae

explode with this scenatio. In this scenario the most distinguished signature is the initial core collapse and bounce.

Dimmelmeier et al 2008 [39]

This two-dimensional General Relativistic model of a rotating core collapse produces a robust explosion. The

GW signature consists mainly from a semi-analitical signal from the core collapse and bounce. The remaining part

of the signal is non-deterministic and weak. In this simulation rapid rotation does not allow SASI and convection

to develop.

Scheidegger et al 2010 [40]

This model comes from three-dimensional supernova simulation with 15M� rapidly rotating progenitor star.

Due to the rapid rotation, the initial core collapse and bounce signature is present in the initial phase. Later, a

co-rotational instability is developed that produces majority of GW energy.

2.5.3 Black Hole formation and Extreme Model Emission

Cerda-Duran et al 2013 [26]

It is an axisymmetric rotating model of Black Hole formation in a massive star. These types of collapse are

believed to engines that drive GRB signals. The simulation shows that the BH formation is delayed and the GW

signals last few seconds. Botttom left picture 2.1 sow an example of a waveform. After energetic collapse, the peak

frequency of GW signal increases in time due to the oscillation of proto-neutron star due to the sti�ening of the

core, until the BH is formed and the GW signal dies out.

Piro et al 2010 [41]

A phenomenological model of a collapsar that is extreme, but plausible. It has not been ruled out observationally.

In this scenario a Black Hole is created after the collapse and a dense M�-scale fragment of matter is formed. This

fragment falls into Black Hole creating a very strong chirp-like GW signal.
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GW Multimessenger Astronomy

CCSNe are a natural target for multimessenger astronomy since the simultaneous observation of neutrinos and

photons during SN1987a. If someone wants to study the inner dinamics of a CCSN, is necessary to collect more

than photons because the EM emissions originate thousands of kilometers away from the center of the explosion

as well as hours to days after the onset of the collapse. Only GWs or neutrinos carry direct imprints of the initial

stages of the collapse and possibly only GW observations can elucidate some of the details of the shock revival

mechanism.

The numerical modelling of CCSNe which has been going on for several decades starting with Bethe, relies on

all fundamental forces at the same time.Properly reproducing the physics with numerical simulations has evolved

over time toward computer intensive (tens to hundreds of millions CPU hours are necessary for each waveform

in the most demanding simulations) numerical schemes evolving neutrino radiation, (magneto) hydrodinamics and

the metric in 3 dimensional space time grids. These girds also need su�cient resolution to capture all relevant

�uid instabilities. What makes the study particularly delicate is that, for the majority of CCSNe progenitors, it is

expected that the newly formed shock wave around the prothoneutron star quickly stalls because of ionization and

momentum transfer with the infalling material and the revival mechanism depends on the interplay of a number of

e�ects. Worth mentioning in these simulation e�orts (more discussion is presented in section IV.B ) is the recent

achievement of a 3D simulation that produces an explosion of a slowly rotating progenitor.

3.1 Multimessenger Astronomy with GW from CCSN

The Universe is providing us a vast amount of information about happening there explosions, collisions, or exotic

processes. These information we can divide into four distinctive messengers. Each of them teaches us of di�erent

properties of the source, its enviroment or history:

• Electromagnetic Radiation - emission processes, environment

• Neutrinos - mainly thermodynamics, hadronic/nuclear processes

• Gravitational Waves - mainly dynamics, mass distribution

• Cosmic Rays - acceleration processes, nucleosynthesis

32
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Core-Collapse Supernovae are unique events that emit all four messengers. They appear at the di�erent times

of an explosion and have di�erent detectability requirements.

Messenger
Binary Black

Holes
Binary Neutron

Stars
Core-Collapse
Supernovae

Gravitational Waves yes yes possible
Electromagnetic Radiation possible yes yes
Neutrinos possible possible yes
Cosmic Rays possible possible yes

Table 3.1: Examples of three distinguished sources of GW together with prospects of multimessenger detection.

Figure 3.1 shows an example comparing the timings and energies of the messengers (taken from [9]). Initially,

the star is going through silicon burning phase producing neutrinos that might be detectable for extremely close

CCSN. When a star reaches the Chandrasekhar mass, the collapse happens with a very strong neutrino out�ow

that lasts around 100s. During the �rst second after the moment of the core collapse, the GW signal is produced.

The inband signal is expected to be less than a second long and the energy is few orders of magnitude smaller than

energy released with neutrinos. After that, the shock is propagating outword. The shock reaches the surface of the

star after few hours or few days, depending on the progenitor star. The Shock breakout (SBO) is also a moment

when the supernova starts to be visible optically. After the explosion, the remnant replaces the progenitor star.

Then cosmic rays, after several years, can be observed from the remnant.

Figure 3.1: Timing and typical energies of GW, optical and neutrino messengers. Figure taken from [9].

The detection of GW is the main topic of this dissertation and the following considerations I will try to recognize

how the neutrino and electromagnetic observables might help for the GW detection and parameter estimation

purposes. I will not consider Cosmic Rays since they are observable years after the explosion and long after GW

emission.
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3.1.1 Electromagnetic radiation

Core-Collapse Supernovae are primarily observed in the electromagnetic spectrum allowing understanding of

their properties, evolution and populations.

Lightcurves For each explosion the lightcurve bring several information that can help the search for GW:

• On-source window - this is an important component of the triggered searches. The optical observations can

constrain the timing of GW up to few hours. See section 8.3.1 for more information.

• Sky localization - each CCSN is well localized in the sky. It gives an advantage of removing the noise triggers

reconstructed far from the supernova location.

• Distance - it is usually available by recognizing the host galaxy. However, the lightcurves might provide a

more precise estimation of a distance or provide the distance when host galaxy cannot be identi�ed.

• Progenitor star mass - lightcurves might constrain the mass of the progenitor star. An estimated mass of the

progenitor star could narrow the tuning of the pipelines to fewer waveforms morphologies and in turn provide

a combination of better detection range and detection signi�cance.

• Explosion type - from the energy measured the lightcurves we might estimate if the explosion can be associated

with a typical supernova (slowly rotating) or hypernova (rapidly rotating).

Spectroscopy The observations of polarizations of the light [42, 43, 44] from CCSN could bring interesting

information for the GW searches:

• SN orientation - the polarization of the light might be able to reveal the orientation of an axis of rotation.

This particularly might help in searching for GW from rapidly rotating progenitors - the core collapse and

bounce signature is produced for a view from equator.

• rotational properties - the polarization of the light could give an estimate of how fast the progenitor star was

rotating.

• explosion asymmetry - the spectroscopy can reveal degree of asymmety of an explosion. This might help in

estimating the GW energy.

Distributions The study of the populations of CCSN could help the GW searches in the following way:

• Rate - by analysing the populations of CCSNe we can estimate a detailed rate of CCSNe in the nearby

Universe (see section 7)

• Most likely sky locations and distances for CCSN in Milky Way (e.g. Beteleugeuse) and in Local Universe

(e.g. starburst galaxies)

• The observed locations and distances of distributions of optical CCSNe might help detecting a population of

GW sources when the GW signals are weak.
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Figure 3.2: The dependance of the False Alarm Probability (FAP) and False Alarm Rate (FAR) depending on
the on-source window duration. This plot illustrates how much the signi�cance of GW candidates increases with
constraining duration of the on-source window.

Others There are several other information that can be extracted from the SN optical observations:

• Disappearing stars, like red giants for the search for BH formation.

• Pulsar kick for estimating the GW Memory.

• Kinetic energy of the ejecta.

3.1.2 Neutrinos

A small �ux of neutrinos was observed for SN 1987A. Although the number of observed neutrinos was small

(around 25), they brought a large impact on understanding the properties of the exploding stars. With the next

nearby supernova we will have much larger �ux of neutrinos and it will bring even more understanding of the

explosion properties. In particular, the detection of neutrinos might help GW searches in the following ways:

• On-source window - we will be able to constrain very well the timing of the collapse (useful for optically

obscured CCSNe).

• Sky localization - large �ux of neutrinos will give an approximate sky localization.

• Flux oscillations - the potential oscillations of the neutrino �uxes will bring indications of a strong SASI

activity.
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• Duration of nu emission - it will allow to estimate duration of the GW memory waveforms.

• Evolution of proto-neutron star - the radius and mass evolution can be estimated during the cooling phase

(>1s). It could be matched with the initial evolution of proto-neutron star from GW detection.

• Early warnings from pre-supernova neutrinos [45] - this can achieved only for a nearby Galactic CCSN (less

than 1kpc, e.g. Betelgeuse). The silicon burning is producing �uxes of pre-SN neutrinos, if integrated over a

long time, can give an early warning of a nearby SN.

3.2 Relation between GW SN Searches and Parameter Estimation

The priority of LIGO Data Analysis activities are the searches for GW from various sources. One can divide

the waveforms according to their duration and availability of a template. Table 3.2 gives a general overview of this

division along with few examples. This division is not strict though.

Table 3.2: GW sources

Modeled Un-modeled
Short CBC (BBH, BNS) Burst (BNS, SN, cosmic string)
Long Continuous Waves (pulsars) Stochastic (sum of NS)

Figure 3.3 shows a relation between the Search and Parameter Estimation. When the search is conducted,

GW candidates are extracted and their signi�cance is assigned then the next natural step is to extract physical

information from the GW candidate (Parameter Estimation).

Figure 3.3: A comparison between the GW SN Search and Parameter Estimation

The search and PE are separate steps of the analysis, but in order to improve each of them there is need to have

interplay between them. Better understanding of SN waveforms or their robust features leads to lower thresholds

leading to better search sensitivity and greater signi�cance of SN events Better understanding of the parameter

space of the progenitors allows us to tune the pipelines to the parameters we want to explore.
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3.3 GW SN Searches

The strategies for GW searches can vary according to detection of di�erent messangers. It may happen that

GW are produced while no electromagnetic or nautrino counterpart is detected. In the case we observe only light

from a nearby supernova a triggered search is performed. In the case we observe low signi�cance neutrinos then

subprime neutrino search may be performed. The searches can dedicated according to robust emission processes,

like g-mode, for more details see section 12.3. Special attention is placed when a SNEWS alert detects a Galactic or

nearby extragalactic supernova, like in case of supernova SN1987A, which exploded in the Large Magellanic Cloud,

a neighbor galaxy of the Milky Way. At the time, no detector with su�cient sensitivity to detect GWs from a

supernova was operational.

The SN triggered search is characterized by:

1. On-source window � period that we think contains GW, derived from optical or neutrino observations.

Timescales:

1.1. Neutrino triggered search - seconds to minutes

1.2. Optically triggered search - hours to few day

2. Sky location � usage of skymask

3. Distance

The main purpose of data analysis is the detection of GW. An algorithm �rst searches for GW candidates and

assigns signi�cance of these candidates. It is done by a search pipeline and we primarly use cWB for this. Section 4.1

describes the process of obtaining the GW candidates with cWB.

3.4 SN Parameter Estimation

After a succesful search, when GW is detected, the next step is to estimate physical parameters of the source.The

task is well de�ned for the binary sources. General Relativity provides a very well de�ned parameter space that

allows to span the possible waveforms using indicators, like the initial masses, spins, inclination angle or the source

distance.

The task of de�ning a parameter space for Core-Collapse Supernovae is much more di�cult because many

parameters are not as naturally de�ned. CCSNe models are characterized by a large number of parameters spanning

the micro-scale Physics up to macro-scale Physics. The process during the explosion depends on many ingredients,

like the progenitor star properties and the evolution of the collapsing star, that can lead to a supernova or Black Hole

formation. Beside the physical parameters also signal processing parameters can be computed on the reconstructed

GW that quantify duration and bandwidth for example. This di�culty in parametrizing the CCSN simulations

brings also a challenge in de�ning parameter space of SN waveforms.

CCSN models vary in terms of sophistication and realism. The GW energy from these models can vary orders of

magnitude. For example, the energies of neutrino driven waveforms are much di�erent from the extreme emission

models or collapsars. Parameter estimation could also be performed in two stages:
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1. a model is chosen or identi�ed with some procedure,

2. parameters of that model are estimated.

Model selection of this approach is re�ected in the O1-O2 SN Search paper (see section 8), when the waveforms

families are divided into three categories: neutrino and magnetorotationally driven explosions and extreme emission

models. The division cannot be done strictly, of course, but it allows to recognize the most important ingredients.

More extensive description and studies can be found in section 12.

The detection on binary neutron stars on August 17th, 2017 has initiated a new way for observing the Universe.

For the �rst time both GW and electromagnetic radiation were observed from the same source inaugurating GW

Multimessenger Astronomy. Di�erent messengers carry di�erent information about the source.

The most remarkable example of a multimessenger event from a point of view of Supernova research is SN 1987A

that exploded in Large Magellanic Cloud, ∼ 50kpc away. This supernova was observed by neutrino and astronomical

observatories. Around 25 neutrinos associated with this supernova were observed by three neutrino detectors. These

neutrinos appeared in the detectors three hours before the shock breakout that lead to observation of light. This

small amount of neutrinos con�rmed that a massive amount of neutrinos is created during the collapse of a core.

It is believed that this large �ux of neutrinos play a crucial role in an explosion. The remnant of this supernova is

still of a great interest, after 3 decades, the research on this supernova is still ongoing.

Core Collapse Supernovae mutimessenger astronomy for GWs is roughly divided in two scenarions where (a)

multiple messengers are used to perfom parameter estimation and (b) to enhance the chances to detect a GW from

CCSNe.

3.4.1 Multimessenger Parameter Estimation for CCSNe

In the �rst case we need �rst to establish that the messengers of the CCSNe were detected and collected by the

di�erent instruments, usually in the presence of stochastic noise and �uctuations. In this case, the goal is to de�ne

what is the best parameter estimation metodology, and establish what parameters are reasonable to estimate and

with which accuracy.

It is worth stressing that there are tools to address minumum conditions to estimate parameters with a desired

accuracy even before a speci�c alghorithm is designed [46]. These methodologies also provide insight on how extra

messengers can reduce the errors in the parameter estimation process.

The starting point of understanding how promising is a parameter estimation scenario, is the statistical modelling

of the data. For example the data at a laser interferometer and a neutrino detector could be modelled as:

xGW (t) = h(t) + nGW (t) (3.1)

and

xnu(t) = s(t) + nnu(t), (3.2)

where s(t) is the deterministic component of the neutrino luminosity observed at the detector. As a toy model of

the SASI neutrino signal is

s(t) = (a/D(1 + b cos(2πfst)))×W (t), (3.3)
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where a is a model speci�c constant, D the distance from the SN, b the relative amplitude of the luminosity

oscillations induced by the SASI, fs is the frequency of the SASI oscillations and W (τ) is a window function with

a duration τ . In this case a,b,fs and τ are the parameter of the signal.

nnu(t) it is the noise at the neutrino detector. It can include instrumental events which are not induced by

neutrinos produced in a CCSN but it also depends on the signal s(t). The reason is that only a small fraction

of the neutrinos results into an event at a Neutrino detector and the fraction itself is expected to �uctuate like a

Poissonian process around the mean s(t). Accordingly the amplitude of these �uctuations is expected to be the√
s(t).

It is important to immediately notice that both (I) the Possionian oscillations of the observed neutrino luminosity

and (II) the SASI oscillations of amplitude b perturb the mean neutrino signal of amplitude a/D. The di�erence

between these two oscillations is that while the relative amplitude of (I) increases with the distance the relative

amplitude of (II) is constant with the distance. This intuitively means that for any signal with SASI oscillations

we expect to have a maximum sitance distance where the parameters of the SASI oscillations can be measured

accurately (or measured at all).

h(t) is the gauge invariant response of the interferoeter which can be modelled as a linear combination of the two

polarizations in a speci�c frame. In general h(t) could be modelled as a stochastic process given that the stochasitc

nature of the evolution could produce waveforms with slightly features. Here as an illustrative example we focus

on the deterministic periodic oscillation in the GW which are produced by the SASI modes. We treat this scenario

with a deterministic h(t). The polarization state of this GW is expected to be elliptical given the rotating time

evolution of the excitations on the prothoneutron star.

nGW is the LIGO interferometer noise that for PE purposes it can usually be modelled as a colored Gaussian

noise. This assumption is reasonable because the non Gaussian component of the noise are rare enough to be

unlikely to concide with a GW but frequent enough to be dealt instead for assessing the false alarm probability of

a candidate GW event.

Under the assumption that h(t) and s(t) are deterministic the full probability distribution of the data is given by

the product of the probability distibution of xGW (t), indicated as p(xGW (t), ~θ) and the one of for xnu(t), indicated

as p(xnu(t), ~θ) where ~θ represents the whole set of parameter that can be extracted.

How easily parameters can be extracted is indicated by how quickly the value of the probability distribution

changes if we used the observed velue of xGW (t) xnu(t) into

pmultimessenger = p(xGW (t), ~θ) ∗ p(xnu(t), ~θ) (3.4)

and vary the value of the parameters around the correct one. The ideal scenario is when pmultimessenger is a very

peaked function of the parameters around the true value. The width of the peak can be used to estimate the

achievable accuracy and if an estimator exists that can achieve that accuracy is the so called Maximum Likelihood

estimator. It is possible to prove that for su�ciently strong signals the minimum achievable error is described by

the elements of the inverse of the so called inverse Fisher Matrix.

The elements of the Fisher matrix are given by:

Ii,j = 〈−∂
2 ln pmultimessenger

∂θi∂θj
〉 (3.5)
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and the symbols 〈...〉 indicate the expectation value of what is inside. The �rst important observation is that

the fact that the total probability distribution is the productcts of the probability distributions of the di�erent

mutimessenger observations, means that the logarithm becomes the sum and that the total Fisher information

matrix becomes the sum of the Fisher information matrices of the di�erent multi messenger observers:

Ii,j = 〈−∂
2 ln pmultimessenger

∂θi∂θj
〉 (3.6)

= 〈−∂
2 ln pGW
∂θi∂θj

〉+ 〈−∂
2 ln pnu
∂θi∂θj

〉. (3.7)

This expression illustrates how each mutimessenger observation adds more "information" on the parameters, because

the more terms you add the smaller the elements of the inverse matrix become. This also means that the scienti�c

potential of parameter estimation improves with more multimessenger observations.
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coherent Wave-Burst

The coherent Waveburst (cWB) is an excess power pipeline based on the Maximum Likelihood mathematical

framework. This is the primarly algorithm used in the Supernova GW searches and it will be described extensively

in this section. The description of cWBis done in the context of searching for GW from CCSN.

The cWBanalysis can be divided into two stages:

1. Production - in this stage the data is prepared, con�guration set and the list of triggers is generated, this is

described in section 4.3.

2. Post-production - in this stage the vetoes, selection cuts applied and reports with various statistics are pro-

duced, see section 4.5 for more details.

A default output of cWBalgorithm is a list of triggers that are GW candidates. The signi�cance of each event is

calculated from their false alarm rate and false alarm probability once a speci�c duration of data is identi�ed. The

mathematical foundation of constraining the likelihood of the triggers is described in section 4.2. For each trigger,

cWBestimates properties like duration, bandwith, central frequency and others (with speci�c de�nitions de�ned

in section 4.4). By default, cWBdoes not do a detailed reconstruction of the triggers, like time or Fourier series.

The reason is the computational cost, the reconstruction of each trigger is not needed to obtain robust results.

The speed that is gained allows to test variety of tunings and process large amount of data very quickly. The

reconstruction of interesting triggers or the whole population of trigger can be done separately. The reconstruction

of the triggers is ralized with the Coherent Event Display that will be further described in section 12.2. The analysis

of the populations of the triggers is described in section 4.5.

4.1 cWBoverview

The cWB[47, 13] is based on computing a constrained likelihood function. In brief, each detector data stream is

decomposed into 7 di�erent wavelet decompositions (each one with di�erent time and frequency resolutions). The

data are whitened, and the largest 0.1 percent of wavelet magnitudes in each frequency bin and decomposition for

each interferometer are retained (we call these �black pixels�). We also retain �halo� pixels, which are those that

surrounding each black pixel. In order to choose pixels that are more likely related to a GW transient (candidate

41
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event) we identify clusters of them. Once all of the wavelet decompositions are projected into the same time

frequency plane, clusters are de�ned as sets of contiguous retained pixels (black or halo). Only the pixels involved

in a cluster are used in the subsequent calculation of the likelihood. These clusters also need to be consistent between

interferometers for the tested direction of arrival. For each cluster of wavelets, a Gaussian likelihood function is

computed, where the unknown GW is reconstructed with a maximum-likelihood estimator.

The likelihood analysis is repeated over a grid of sky positions covering the range of possible directions to

the GW source. Since the sky location of each of the analyzed CCSNe is well known, we could choose to apply

this procedure only for the known CCSN sky location. However, the detector noise occasionally forces the cWB

likelihood to peak in a sky location away from the true sky location. As a consequence, some real GW events

could be assigned a smaller likelihood value, lowering the capability to detect them. Because of this, we consider

triggers that fall within an error region of 0.4 degrees of the known CCSN sky location and that pass the signi�cance

threshold, even if they are not at the peak of the cWB reconstructed sky position likelihood. The 0.4 degree region

is determined empirically by trade-o� studies between detection e�ciency and FAR.

The events reported for a given network con�guration are internally ranked for detection purposes by cWB using

the coherent network amplitude statistic ρ de�ned in [48]. Other constraints related to the degree of similarity of

the reconstructed signal across di�erent interferometers (the �network correlation coe�cient� cc) and the ability of

the network to reconstruct both polarizations of the GW signal (called regulators) are applied to reject background

events; these are also described in [48] and brie�y in 4.2.2.

Figure 4.1: Decomposition of time series into time-frequency maps.

4.2 Constrained Likelihood Analysis

Coherent Wave-Burst performes a constrained likelihood analysis and the pipeline assigns signi�cance to an

GW candiadate and provide reconstructed waveform. The mathematical formulation has been developing over the

years and it is beyond the scope of this dissertation to present an extensive the state-of-the-art of mathematical

foundation. Instead, this section provides only selected elements of this foundation which will help to understand

the usage of cWBfor searching for GW from CCSNe and reconstructing the waveforms.
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Figure 4.2: An example of a time-frequency cluster.

4.2.1 Single Detector Assuming Gaussian Noise

The GW signal h is additive to the detector noise n:

x(t) = h(t) + n(t), (4.1)

and the signal can be expressed in terms of the antenna patterns, equation (1.126):

h(t) = F+h+(t) + F×h×(t). (4.2)

Calculating the likelihood for a single detector, we introduce the hypothesis test, which requires the de�nition

of a decision rule in order to select one of the two mutually exclusive hypotheses: the absence (H0, null) and the

presence (H1, alternative) of the identi�ed signal in the data stream.

The Neyman-Pearson criterion states that when H1 is a simple hypothesis and the data is a single Gaussian

measurement, the decision rule that uses the likelihood ratio has the highest detection for a �xed false alarm

probability. The likelihood ratio, Λ(x), is de�ned as the following:

Λ(x) =
p(x | H1)

p(x | H0)
, (4.3)

where Λ(x) is greater than the threshold value that is �xed by a speci�c false alarm probability.

With the assumption of Gaussian white noise with a zero mean, the probability densities associated to the two

hypotheses, H0 and H1, are the following with σ being the standard deviation of the noise:

p(x | H0) =
∏

i

1√
2πσ

exp

(
− x2[i]

2σ2

)
(4.4)
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p(x | H1) =
∏

i

1√
2πσ

exp

(
− (x[i]− ξ[i])2

2σ2

)
(4.5)

Using the logarithmic value of the likelihood ratio, we obtain the likelihood as the following:

L = ln(Λ(x)) =
∑

i

1

σ2
(x[i]ξ[i]− 1

2
ξ2[i]). (4.6)

In order to calculate the likelihood, we introduce complex representations of the data. Complex waveforms ζ

and antenna patterns A are de�ned as the following, with ı being an imaginary unit:

ζ = h+ + ıhx, (4.7)

A =
1

2
(F+ + ıF×) . (4.8)

As a result, the detector response becomes:

ξ = ζ · Ã+ ζ̃ ·A. (4.9)

We notice that ξ does change when we apply rotation of the polarization angle ψ:

ζ ′ = eiψζ, (4.10)

A′ = eiψA. (4.11)

4.2.2 Network of detectors

In case of having several detectors in the network, we use a similar notation as previously. We can write the

GW data from N detectors as:

Xσ = ξσ +Null, (4.12)

where we use vectors normalized to kth detector noise σk:

Xσ =

(
x1

σ1
, . . . ,

xN
σN

)
, (4.13)

ξσ =

(
ξ1
σ1
, . . . ,

ξn
σN

)
, (4.14)

and Null represents null stream data.

Similarly, we introduce normalized vectors of antenna patterns:

f+ =

(
F1+

σ1
, . . . ,

FN+

σN

)
, (4.15)
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f× =

(
F1×
σ1

, . . . ,
FN×
σN

)
, (4.16)

Aσ =

(
A1

σ1
, . . . ,

AN
σN

)
. (4.17)

and the gravitational signal in each detector becomes:

ξk = ζk · Ãk + ζ̃k ·Ak. (4.18)

Consequently, the total likelihood we de�ne as:

L = ln(Λ(x)) =
∑

k

∑

i

1

σ2
k

(xk[i]ξk[i]− 1

2
ξ2
k[i]). (4.19)

For simplicity, we use time domain for explaining the likelihood method. However, the cWBanalysis is performed at

time-frequency maps, see [47]. In this regard, the i ∈ C are elements of the time-frequency cluster C and �gure 4.2

shows example of a cluster. Also note, that we also assume that the noises from the di�erent detectors themselves

are uncorrelated.

Figure 4.3: GW signal ξ depicted in the Dominant Polarization Frame. It lays in the (f ′+, f ′×) plane.
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Dominant Polarization Frame

It is convenient to rotate the normalized antenna pattern vectors of an angle γ:

f ′k+ = fk+ cos(γ) + fk× sin(γ), (4.20)

f ′k× = −fk+ sin(γ) + fk× cos(γ), (4.21)

and A′k = Ake
−ıγ . Using this rotation we write:

A′2σ = A′σ ·A′σ (4.22)

=
1

2
(f ′+ + ıf ′×) · 1

2
(f ′+ + ıf ′×) (4.23)

=
1

4
(f ′2+ − f ′2× ) +

1

2
ı(f ′+ · f ′×). (4.24)

The Dominant Polarization Frame (DPF) is de�ned when the f ′+ and f ′× vectors are ortogonal to each other, simply:

f ′+ · f ′× = 0. (4.25)

To calculate γ angle, we take Ak = A′ke
ıγ and write:

A2
σ = Aσ ·Aσ (4.26)

=
1

2
(f+ + ıf×) · 1

2
(f+ + ıf×) (4.27)

=
1

4
(f2

+ − f2
×) +

1

2
ı(f+ · f×) (4.28)

(4.29)

and

A2
σ = (A′2eıγ)2 (4.30)

=| A′2 | e2ıγ (4.31)

=| A′2 | (cos 2γ + ı sin 2γ). (4.32)

Given that | A′σ |=| Aσ |, we arrive with:

| A2
σ | cos(2γ) = (f2

+ − f2
×)/4, (4.33)

| A2
σ | sin(2γ) = (f+ · f×)/2. (4.34)
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Therefore, the angle γ becomes:

γ =
1

2
arctan

f2
+ − f2

×
2f2

+ · f2
×
. (4.35)

More detailed information can be found in Ref. [49].

Figure 4.3 shows an example of a signal ξ that lays in the (f ′+, f ′×) plane. The noise N is projected along axis

ortogonal to (f ′+, f ′×) plane. It is also important to mention that the angle γ is related to the waveform polarization

angle ψ as:

γ = Ψ− ψ, (4.36)

where Ψ is the DPF angle.

Maximum Likelihood

Using the simpli�ed notation introduced in the previous section, the likelihood (4.19) can written as:

L = (Xσ · ξσ −
1

2
ξσ · ξσ) (4.37)

=

[
Xσ · (f ′+h+ + f ′xh×)− 1

2
(f ′+h+ + f ′×h×) · (f ′+h+ + f ′×h×)

]
(4.38)

=

[
Xσ · f ′+h+ +Xσ · f ′×h× −

1

2
(f ′2+ h

2
+ + f ′2×h

2
×)

]
. (4.39)

The maximum the likelihood we calculate the �rst derivates over h+ and h× and equal them to zero:

δL

δh+
= Xσ · f ′+− | f ′+ |2 h+ = 0, (4.40)

δL

δh×
= Xσ · f ′×− | f ′× |2 h× = 0. (4.41)

Based on maximizing the likelihood, we can reconstrut the h+ and h× components of the GW signal:

h+ =
Xσ · f ′+
| f ′+ |2

, (4.42)

h× =
Xσ · f ′×
| f ′x |2

. (4.43)

We can now plug in equations (4.42) and (4.43) to (4.39):

Lmax = [Xσ · f ′+h+ +Xσ · f ′xhx −
1

2
(f ′2+h

2
+ + f ′2×h

2
×)] (4.44)

=

[
Xσ · f ′+

Xσ · f ′+
| f ′+ |2

+Xσ · f ′×
Xσ · f ′×
| f ′× |2

− 1

2
(f ′2+

(Xσ · f ′+)2

| f ′+ |4
+ f ′2×

(Xσ · f ′×)2

| f ′× |4
]

(4.45)

=

(
(Xσ · f ′+)2

| f ′+ |2
+

(Xσ · f ′x)2

| f ′× |2
)
. (4.46)
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Now we can write the form of the reconstruced GW signal as:

ξσ = h+f
′
+ + h×f

′
× (4.47)

=
Xσ · f ′+
| f ′+ |2

f ′+ +
Xσ · f ′×
| f ′x |2

f ′× (4.48)

=
Xσ · f ′+
| f ′+ |2

e′+ +
Xσ · f ′×
| f ′x |2

e′×, (4.49)

where e′+ =
f ′+
|f ′+|

and e′× =
f ′×
|f ′×|

are the unitary vectors. The maximum likelihood solution is then a projection of

the vector Xσ onto a (f ′+, f ′×) plane and therefore the likelihood can be expressed as:

Lmax =
(Xσ · ξσ)2

| ξσ |2
. (4.50)

Signal-to-Noise Ratio

Signal-to-Noise Ratio (SNR) for kth detector is de�ned as:

SNRk =
ξk
σk
. (4.51)

In the Dominant Polarization Frame, the total SNR has a form (ξσ · n = 0):

SNR =
∑

k

ξk
σk

(4.52)

= ξσ · ξσ = L. (4.53)

Regulators

The regulators are network constraints that allow eliminating triggers that give unlikely solutions to the maxi-

mum likelihood. For example, when GW comes from the sky location where the network of detecotors is not very

sensitive, then the cross component of antenna pattern can be negligible: |F×| << |F+|. More information about

the de�nitions and meanings of these regulators can be found in Ref. [47].

Gamma Regulator The Gamma regulator Γ is de�ned as:

Γ =

√
e2 + sin2 γ, (4.54)

where e is waveform elipticity.

Delta Regulator The Delta Regulator ∆ is de�ned as:

∆ = 1/Ie − α|ν(e+)− ν(e×)|. (4.55)



CHAPTER 4. COHERENT WAVE-BURST 49

Ie is an event index, which calculates an e�ective number of coincident detectors contributing to the measurement:

Ie =
|ξ+|2 + |ξ̃|2

|ξ|2ν(v+) + |ξ̃|2ν(ṽ)
, (4.56)

where ξ is a reconstructed waveform, v = ξ/|ξ|, ṽ = ξ̃/|ξ̃|, ν(v) =
∑
k v

4
k and α = |f×|/|f+| is an alignment factor.

4.3 Production stage

The main purpose of this analysis stage is identifying GW candidates, or "production" of triggers. This identi-

�cation depends on initial con�guration or tuning of the algorithm that will be brie�y discussed in this section (for

more etailed tuning for the purpose of the O1-O2 SN Search see section 8.2). In this stage the data is prepared

through various tools like whitenig or denoising. After the data is processed, the algorithm gives lists of triggers

with their properties.

4.3.1 cWBcon�guration

The �rst step of the production analysis is to set up the con�guration of cWBto a particular purpose. The

rest of the analysis will depend on these settings. cWBo�ers large �exibility to perform di�erent types of searches,

adjust the searches to be sensitive to particular waveform morphologies or to test new methods and algorithms.

Generally, the searches vary on the GW morphologies and the astrophysical information. Speci�cally, I will

focus here how the search with cWBcan be tuned to the supernova searches. Di�erent implementations and

considerations regarding the tuning can be found throughout the dissertation. Especially, section 8.2 describes

di�erent tests done with some of the con�gurations described below for various SN waveform morphologies.

Frequency range Realistic GW from supernovae are usually broadband signals with energies below 1kHz. For

rapidly rotating waveforms, collapsars or extreme models, a signi�cang GW energy is produced above 1kHz, however

the noise increases in higher frequencies. A trado� for the GW SN searches an be set to [16, 2048]Hz.

cWBplugins Plugins are algorithms modules that can be inserted between some of the analysis steps or they

can replace existing codes with the existing ones. This feature allows testing the performance of new methods.

Examples of plugins:

• Ring Skymask - Accepting only events with a reconstructed supernova locations with assigned error tolerance.

More information in section 8.2.4.

• Two Step Denoising - an algorithm applying di�erent type of whitening. More details are in section 12.7

4.3.2 Data preparation

This step prepares the data for the the further analysis. It includes:

1. Whitening - a linear transformation that removes the frequency dependent predictable noise and normalizes

the energy of the data. As a consequence, the data becomes Gaussian with unit standard deviation.
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2. Regression - a transformation that allows removal of the calibration lines and some spurious features when a

predictor �lter appears to be e�ective, e.g. enviromental noise.

4.3.3 Time-Frequency Decomposition

The GW signal can be characterized by time series or in frequency domain. These two approaches carry the same

information, but they are not always suitable for burst searches. The Time-Frequency domain signal was found to

be the most search e�ective represention of the GW signal. This decomposition carries information about evolution

of the signal's frequency over time. Time-Frequency decomposition is usually realized by the Wavelet Transform.

The e�ciency of detecting GW signals depends greatly on the choice of the basis. cWBuses fast Wilson-Daubechies

basis [10].

Each wavelet basis can be represented as pixel in Time-Frequency map. Figure 4.2 shows an example of a

cluster. In this example, number of wavelet bases (or pixels) used to represent a detected signal is 186. These

pixels are later used for the reconstruction of the time series and Fourier spectra. Left panel of Figure 4.4 shows

a Fourier representation of one of the WDM base wavelet. Right panel of the same �gure presents an example of

reconstructed Yakunin 2015 waveform and imprinted WDM wavelet basis.

Figure 4.4: Left: example of the WDM wavelet basis [10]. Right: Example of a reconstructed Yakunin 2015
waveform (red) with visible (in low frequency) imprinted wavelet bases.

4.3.4 Pixel selection

After the time series of data is decomposed into Time-Frequency maps, the algorithm chooses the most energetic

pixels. Two parameters govern this choice: black pixel probability (bpp) and Acore.

bpp This parameter de�nes the cWBexcess-power threshold used for selection of loud (black) pixelsIt is approx-

imately to the fraction of loud pixels selected by the algorithm for each Time-Frequency resolution. Assuming that

the data is 600s long and the search bandwidth is 2048Hz then for a value of bpp=0.001, for example the algorithm

selects 2000pixels.
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Acore This parameter sets a threshold for selection of core pixels. The value is in units of rms and Acore=1.5

mean that we select only pixels with energies above 1.5σ of an average rms value. This allows to remove e�ciently

noise pixels.

4.3.5 Cluster selection and trigger generation

After core pixels are selected, the next step is to cluster them and identify burst events. Firstly, the clustering

is done at single resolution levels. Figure 4.5 shows an example of how a cluster ove pixels is selected. When the

pixels between detectors coincide and their combined energy passes certain thresholds. Otherwise they are rejected.

After single resolution clusters are identi�ed, then the clustering happens between di�erent resolutions. Fig-

ure 4.2 shows an example of a cluster with pixels collected across di�erent Time Frequency resolutions. Such a

collection of pixels becomes a trigger which can be further rejected after the Constrained Likelihood Analysis.

Figure 4.5: Clustering pixels on a single resolution level [11].

4.3.6 Wavelet Packets

A particularly interesting type of clustering the pixels is o�ered with the wavelet packets. These packets allow

to increase sensitivity of the search for some morpologies. The packets are speci�c ways of collecting the energy

from the pixels in the time-frequency maps. Figure 4.6 shows graphically various available ways of clustering the

pixels and Table 4.1 provides a detailed description.

In the standard approach, cWB chooses the pixels in time-frequency maps that pass some threshold. In this

case, each pixel has associated energy only from it's own. In the wavelet packets mode cWB collects energy from

the neighboring pixels, according to a pre-de�ned pattern, and place the collectd energy in the middle pixel.

For example, for pattern=5 the energy is collected from 5 pixels along a diagonal and then it is placed in

the pixel in the middle. On average, the algorithm becomes more sensitive to the GW that have peak frequency

growing in time. The most signi�cant examples are CBC waveforms or the chirps - the frequency is growing over

time. However, this pattern is also useful in the for the Supernova searches. The growing peak frequency due to

the sti�ening of the proto-neutron star can be more detectable with this pattern.
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Figure 4.6: wavelet packets

Table 4.1: Wavelet Packets with de�nitions and example applications.

Packet (pattern) Explanation Example Application
pattern = 0 "*" - single pixel standard search
pattern = 1 "3|" - packet delta-like morphologies
pattern = 2 "3-" - packet Long waveforms, or SASI
pattern = 3 "3/" - packet Chirp signals, g-mode rump up
pattern = 4 "3\" - packet Ring-down signals
pattern = 5 "5/" - packet Chirp signals, g-mode ramp up
pattern = 6 "5\" - packet Ring-down signals
pattern = 7 "3+" - packet
pattern = 8 "3x" - packet
pattern = 9 "9p" - packet (9-pixel square) Long and broadband morphologies

4.4 Triggers properties

The goal of the production stage is creation of a list of GW candiadates. For each triggers, the pipeline estimates

their properties or in other words event parameters. The production stage provides a list of reconstructed parameters

for particular trigger, such as SNR, correlation between detectors, duration, bandwidth, number of pixels etc. By

default, it does not provide more detailed information like the reconstructed waveform in time, frequency and time-

frequency domains, sky statistics or other. This approach gives a large advantage in lowering the computational cost

and a limited list of properties is su�cient to distinguish the falsely identi�ed triggers fromm correctly identi�ed

triggers. This distinction is done, however, in the post-production stage (see section 4.5).

In this section I will not go over all reconstructed parameters, but I will focus on these parameters that were

used so far for the puprose of SN searches and this dissertation. They are summarized in table 4.2.
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4.5 Post-production

I will describe three important parts of the analysis of the search:

1. Background - this stage of the analysis provides information on the noise events produced by data.

2. Simulation - this stage of analysis provides information how sensitive is the pipeline to detector GW signals.

3. Receiving Operating Characteristic (ROC) curves - the curves give information on how the sensitivity

of the search is changing when we increase the signi�cance of the GW candidates. These curves are usual tool

for comparing di�erent tunings or pipelines.

4.5.1 Background

Before describing in details the process of obtaining background in GW data analysis, I will make an initial

comment on potential ambiguity of a word "background". Usually a background noise is referred to be a time

series of the strain or its spectra. However, in the GW data analysis the background is a discribution of noise

transients that are identi�ed as GWs candiadates. This meaning will be held throughout this dissertation, unless

stated otherwise for exceptions.

Every physical measurement needs to take into account level of a background noise. For example when we a

photodiode measures the incoming light, we have to know how much voltage is produced by a photodiode when no

source of light is present. For example, caused by the electronics or the light of the neighborhood. We can simply

shield the photodiode by putting a black screen.

Unfortunately we cannot shield the GW interferometers from GW radiation and we cannot measure the back-

ground caused by the detector or the enviroment. Every signal in the detector might be a GW. In the background

studies we measure how often GW detector data produces false events that look like GW. Moreover the backround

analysis is used to assign signi�cance of the GW candidates. In summary, during the bakground analysis:

1. every produced trigger is certainly not a GW,

2. the lifetime of an experiment is enlarged.

The background population is produced by arti�cially shifting the data from one detector with respect to another

by more than the maximum deley we would have with any signal traveling at the speed of light.

This makes sure that no real GW is present. The typical time shift is in multiplies of one second that is much

larger than GW travel time between di�erent detectors (e.g. 10ms between LIGO Hanford and LIGO Livingstion).

This allows to estimate the False Alarm Rate (FAR) of events that are not GWs:

FAR = N/Tbkg, (4.57)

where N is the number of false events and Tbkg is the total livetime of the accumulated arti�cially shifted data.

Thoughout the dissertation the number N is the number of all events accumulated above certain threshold of the

statistics ρ. Precisely, it is a cummulative FAR which is re�ered in literature and thoughout the dissertation simply

as FAR.
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A signi�cance of an event is usually described in terms of a False Alarm Probability (FAP). For example, the

�rst detected GW has a signi�cance above 5σ, which means that the GW detector are able to produce a waveform

that is coincidend between two detectors with probability less than 10−7. Given a FAR value R, the probability

FAP (FAR) of noise producing one or more events of FAR less than or equal to FAR during one or more CCSN

on-source windows of total duration Ton is

FAP = 1− exp (−Ton × FAR) . (4.58)

The smallest false alarm probability (FAP) that can be measured given a background (time-shifted) data duration

Tbkg is approximately Ton/Tbkg. Several thousand time shifts are therefore su�cient to measure FAP values of

O(10−3). We require a FAP below 0.001, which exceeds 3-σ con�dence, in order to consider an event to be a

possible GW detection candidate. Figure 4.7 shows an example of a FAR and corresponding FAP with an example

of SN 2016B.

Lags and super-lags. The method of arti�cially shifting data is a powerful tool. The techical term for a

shift of the data is a lag. Usually during a single lag the data from one detector is shifted one second with

respect to the other. In the standard cWB analysis, the data is divided into segments, usually 10min long. For

example, if we take an on-source window to be Ton = 1200s (20min), then the data is divided into two 10min long

segments. With the standard lags we can make 600 shifts in each segment. The lags allow to create background

data to be Tbkg = 600 × 600s + 600 × 600s ≈ 8.3 days. Moreover, cWB has also implemented super-lags. In

this procedure, the whole segments are shifted. For example, let's consider the above on-source window that is

divided into two equal size segments. The algorithm can prerform the lag analysis inside each segment and then

it can shift the segments itself and repeat the lag analysis again. In this case we can achieve background data of

Tbkg = 2 × (600 × 600s + 600 × 600s) ≈ 16.6 days. Te signi�cance of the GW candidates are estimated using the

lag and super-lag procedures. In general, let's assume that we have available N segments, each segment is Tseg long

and we can do Nseg lags (e.g. if Tseg = 600s and we do one-second shifts then Nseg = 600). In this case the total

amount backgroudn that can be produced for two detector case is:

Tbkg = Tseg ×Nseg ×N !. (4.59)

Seach with data from only one interferometer. In case of a very important astrophysical event, such a

galactic CCSN, it might happen that no data from only one detector will be available. In this special case, it is

impossible to do the lags, and di�erent methods need to be applied. More discussion is in section 10.4.

4.5.2 Simulation

An important aspect of the GW search presented in this study is to understand how sensitive the GW detector

networks are to GWs emitted by the considered CCSNe.

A note on ambiguity of a word "simulation". Commonly this word refers to the modeling an astrophysical source,

in this case, modeling or simulating a CCSN. In GW data analysis this word means simulating the performance of

an algorithm to detect particular emission model.
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Figure 4.7: An example background analysis for SN 2016B. Left: False Alarm Rate (FAR), Right: False Alarm
Probability (FAP).

We establish sensitivity via Monte Carlo simulation in the following way:

1. We determine the loudest event in the on-source window that is consistent with the CCSN location (and the

angular uncertainty of the search algorithms) if used.

2. We �inject� (add) theoretical waveforms scaled to a speci�c distance (or emitted GW energy) every 100 s plus

a randomly selected time in [−10, 10] s into the time-shifted background data. We compare the loudness of

the recovered injections with the loudest on-source event and record the fraction of the injections that passed

the coherent tests and data quality cuts and were louder than the loudest on-source event. This fraction is

the detection e�ciency.

3. We repeat step (2) for a range of distances (or emitted GW energies) to determine the detection e�ciency as

a function of distance, emitted GW energy, hrss or SNR.

Figure 4.8 presents two ways of displaying sensitivity curves. In the �rst one the algorithm is tested for de-

tectability of sine-Gaussian morphologies with di�erent central frequencies. As it will be described in the later

sections it allows to constrain constrain GW energy for certain types of potential GW morphologies. In the second

picture, the sensitivity curves are derived in terms of the source distance. This representation is particularly im-

portant for the searches for GW from CCSNe. When we observe CCSN opticallly, the distance can be estimated

from EM observations. The simulation analysis allows to measure how far particular SN models are detectable.

The detection e�ciencies can be calculated according to di�erent quantities, for example: distance to the source,

SNR of the trigger or hrss of the waveform. The choice depends on the conducted study. The following presents a

useful conversion between the square-root of a waveform strain at 50% detection e�ciency, hrss,50%, and the visible

distance at 50% detection e�ciency, d50%:

d50% =
hrss

hrss,50%
d, (4.60)

where hrss is the square-root value at the distance d.
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Figure 4.8: An example detection e�ciency for SN 2016B (O1 public data). Left: detection sensitivity versus hrss

for sine-Gaussian. Right: detection e�ciency versus distance for real waveforms.

4.5.3 Receiving Operating Characeristic curves

It is possible to make the search algorithm more sensitive to detect GW by lowering the thresholds on the control

indicators computed for the events.. Unfortunately, lowering the thresholds also increases FAR. This impacts the

search in lowering the signi�cance of the candidates. A tool to quantify the performance of the search is the Receiver

Operating Characeristic (ROC) curve. ROCs also allow to compare the performances of di�erent tunings, methods

or algorithms.

There are many di�erent ways of creating ROC curves. Here I will describe creating e�ciency vs FAR curves.

Figure 4.9 shows an example of backgrouund, simulation and an associated ROC. An ROC is produced for a �xed

population (for example, �xed distance). The slope of the curve depends on the spatial distribution of the noise

events versus the injection events in the sometimes multidimensional space. If the distribution of GW induced

events are clearly separated by the one of noise events, ROCs tend to become more �at. If the two distributions

are more overlapped, the ROCs have larger gradient. If someone produces several ROC curves for di�erent scale

factors in the injections ROC surfaces can be produced too.
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Table 4.2: Part of the cWB parameter space. The second column introduces short names of the parameters that
are used for Machine Learning (ML) application.

cWB parameter ML label Description

time[0] tL L1: central time of the event.

time[1] tH H1: central time of the event.

volume[0] pv L1: number of wavelet time-frequency pixels composing the events
(core+halo).

size[0] ps L1: number of wavelet time-frequency pixels composing the events
(core).

duration[0] dL Energy weighted duration estimated in time/freq domain for all resolu-
tions.

duration[1] dH Di�erence between event stop and start.

frequency[0] fL Central frequencies of the event computed from the reconstructed wave-
form.

frequency[1] fH Energy weighted central frequency estimated from in time/freq domain
for all resolutions.

low[0] low L1 : Minimum frequency associated to the time-frequency map pixels.

high[0] hgh L1 : Maximum frequency associated to the time-frequency map pixels.

bandwidth[0] bw0 Energy weighted bandwidth estimated in time/freq domain for all reso-
lutions.

bandwidth[1] bw1 Di�erence between event high and low.

netcc[0] cc0 Network correlation coe�cient: netcc[0] = Ec/(Ec+(Np+Ed+Gn)).

netcc[1] cc1 Network correlation coe�cient: netcc[1] = Esub/(Esub+Nmax).

netcc[2] cc2 Sub-network correlation coe�cient: netcc[2] = Esub/(Esub+Nmax).

netcc[3] cc3 likelihood ratio: netcc[3] = Lp/Ep.

rho[0] rho0 E�ective correlated SNR; rho[0] = rho*sqrt(Cp/ch2).

rho[0] rho1 E�ective correlated SNR; rho[1] = sqrt(Ec*netcc[0]/(K-1)).

norm nrm Norm Factor or ellipticity.

penalty pty Penalty factor.
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(a)
(b)

(c)

Figure 4.9: Example ROC curve with corresponding background and simulation.
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Initial GW Detector Era
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Chapter 5

Optically Triggered Search

5.1 Introduction

In this chapter, we present a targeted search for GWs from CCSNe using the �rst-generation Initial LIGO

(iLIGO) [50], GEO600 [51], and Virgo [52] laser interferometer detectors. The data searched were collected over

2005�2011 in the S5, A5, and S6 runs of the iLIGO and GEO600 detectors, and in the VSR1�VSR4 runs of the

Virgo detector. From the set of CCSNe observed in this period [53], we make a preliminary selection of four

targets for our search: SNe 2007gr, 2008ax, 2008bk, and 2011dh. These CCSNe exploded in nearby galaxies

(D . 10 Mpc), have well constrained explosion dates, and at least partial coverage by coincident observation of

more than one interferometer. SNe 2008ax and 2008bk occurred in the astrowatch (A5) period between the S5 and

S6 iLIGO science runs. In A5, the principal goal was detector commissioning, not data collection. Data quality

and sensitivity were not of primary concern. Preliminary analyses of the gravitational-wave data associated with

SNe 2008ax and 2008bk showed that the sensitivity was much poorer than the data for SNe 2007gr and 2011dh.

Because of this, we exclude SNe 2008ax and 2008bk and focus our search and analysis on SNe 2007gr and 2011dh.

It is also worth mentioning that a matched �lter search for a Type Ib/c supernovae GW database was performed

on publicly released LIGO data [54] with no detection claimed. The search was not targeted in the sense used here.

We �nd no evidence for GW signals from SNe 2007gr or 2011dh in the data. Using gravitational waveforms

from CCSN simulations, waveforms generated with phenomenological astrophysical models, and ad-hoc waveforms,

we measure the sensitivity of our search. We show that none of the considered astrophysical waveforms would likely

be detectable at the distances of SNe 2007gr and 2011dh for the �rst-generation detector networks. Furthermore,

even a very strong gravitational wave could potentially be missed due to incomplete coverage of the CCSN on-

source window by the detector network. Motivated by this, we provide a statistical approach for model exclusion by

combining observational results for multiple CCSNe. Using this approach, we quantitatively estimate how increased

detector sensitivity and a larger sample of targeted CCSNe will improve our ability to rule out the most extreme

emission models. This suggests that observations with second-generation �Advanced� interferometers [55, 56, 57]

will be able to put interesting constraints on GW emission of extragalactic CCSN at D . 10 Mpc.

The remainder of this chapter is structured as follows. In section 5.2 we will show how the paths of supernovae

are shown in di�erent reference frames.In Section 5.3, we discuss the targeted CCSNe and the determination of
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their on-source windows. In Section 5.4, we describe the detector networks, the coverage of the on-source windows

with coincident observation, and the data searched. In Section 5.5, we present our search methodology and the

waveform models studied. We present the search results in Section 5.6 and conclusions in Section 5.7.

5.2 Tracking supernovae paths in di�erent coordinate systems

In this section I will describe the the paths of four supernovae in di�erent coordinate systems (celestial, geo-

graphical, detector frames). The supernovae in this study were used in the targeted CCSNe search. Traditionally

in remote sensing applications we have trust that the best angular resolution in estimating the direction of arrival

of the source is for directions perpendicular to the plane made by detectors. We want to �nd out the angle of

incidance at the LHV plane.

Firstly I will describe the supernovae positions in the celestial coordinates section 5.2.1. Then I will show how

these paths look in geographical coordinates, section 5.2.2. Finally in section 5.2.3 I describe the paths of supernovae

in the three detector network coordinates.

5.2.1 Celestial coordinates

There are several celestial coordinate systems such as equatorial or galactic coordinate system which allow to

describe position of a supernova on celestial sphere.I will use equatorial coordinate system that I describe below.

Vern
al e

quinox

RA

DEC

North
Celestial
Pole

Celestial

sphere

Earth

Figure 5.1: This �gure introduces equatorial coordinates. These coordinates are de�ned by Earth as the center of
coordinate system, the Earth's rotational axis de�nes the north and south celestial poles and the Vernal equinox
points into (RA,DEC) = (0◦, 0◦).

Equatorial coordinates (RA,DEC) are spherical coordinates de�ned by an origin at the center of the Earth

as it is shown on Figure 5.1. The celestial equator DEC = 0◦ is a projection of the Earth's equator and the

primary direction is de�ned toward vernal equinox which is located in Pics constellation. The line indicating vernal

equinox is the intersection beetwen the Earth's equatorial plane and the ecliptic. A coordinate RA is called the
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right ascension and it is counted eastward from vernal equinox with values from 0h to 24h or equivalently from

0◦ to 360◦. The second coordinate DEC is called declination and it ranges from −90◦ to 90◦. Table 5.1 contains

positions of four supernovae which are drawn on Figure 5.2.

Equatorial coordinates can be used not only to locate astronomical objects on the sky but also to determine the

position of Earth with respect to the stars. This is possible if we associate right ascension with sidereal time. One

rotation of Earth around its axis with respect to a distant star is equal to 24 sidereal hours or 360◦ and it is called

sidereal day.

It is worth to mention that sidereal day is not equal to the solar day. The reason of that di�erence is the

rotation of Earth around the Sun. Let's assume for a moment that the direction of vernal equinox is parallel to the

line connecting Earth and Sun and the meridian of Greenwich is at this line. After one solar day the Greenwich

meridian is again on line Earth-Sun but this line is now not parallel to the direction of vernal equinox because

Earth's position is shifted. The relation between sideral and solar day is as follow:

1 sidereal day = 23.9345 (solar) hours. (5.1)

We can write sidereal time using sidereal hours, sideral minutes and sidereal seconds, but in this document we use

decimal convention, e.g. 2sid h30sid min40sid s = 2 + 30/60 + 40/3600sid h = 2.5111sid h. It can be also written in

degrees: 2.5111sid h/24sid h × 360◦ = 37.67◦.

Sidereal time is di�erent for each Earth's meridian and we will work with Greenwich Sidereal Time GST. When

meridian 0◦ of Greenwich is crossing vernal equinox and then the sidereal day begins. The way to �nd sidereal time

based on Universal Time UT is complicated and to calculated it the MICA software was used. Table 5.1 shows

both UT and GST times.

Time of explosion, ∆ = TE − TS
Name Start, TS End, TE ∆ [sid h] RA [deg] DEC [deg]
2007gr UT 2007.08.10 08:09:36 UT 2007.08.15 12:14:24 5.12 days 40.8666 +37.34567

GST 2007.08.10 5.38875 GST 2007.08.15 9.80597 124.419
2008ax UT 2008.03.03 02:09:36 UT 2008.03.03 10:48:00 1.26 days 187.67 +41.6374

GST 2008.03.03 12.9085 GST 2008.03.03 21.5722 8.66366
2008bk UT 2008.03.14 12:00:00 UT 2008.03.24 12:00:00 12.64 days 359.4479 -32.5567

GST 2008.03.14 23.4983 GST 2008.03.24 0.155397 240.263
2011dh UT 2011.05.31 07:46:00 UT 2011.05.31 20:10:00 1.52 days 202.5214 +47.1698

GST 2011.05.31 0.330999 GST 2011.05.31 12.7649 12.434

Table 5.1: Times and positions of supernovae.

5.2.2 Geographical coordinates

When a supernova appears on the sky at position (RA,DEC) the line between that supernova and Earth always

meet some meridian L and a circle of latitude l. We want to �nd those (l, L) for a given sidereal time of Greenwich

GST (e.g. moment of explosion of supernova). Figure 5.3 shows the way to convert right ascension and meridian.
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Figure 5.2: Position of the supernovae in equatorial reference frame

The convertion between equatorial and geographical coordinates is given by:

{
l = DEC,

L = RA+ 360◦ −GST,
(5.2)

where all quantities are expressed in deegres. Circle of lattitude is from −90◦ to 90◦ and the longitude from 0◦ to

360◦ eastward. The paths of four supernovae given in table 5.1 are shown in Figure 5.4.

0 deg,
Greenwich

Supernova

Vernal equinox

RA

GST

360 -L

L

Figure 5.3: Relationship of longitude with the right ascension

5.2.3 Detectors (HLV) coordinates

In this document we take into account three interferometers, two of them are situated in the United States

namely Hanford H, Livingston L and the third Virgo V in Italy. Sensitivity of each detector is the best for the

direction perpendicular to the plane made of its arms. Traditionally in remote sensing applications we have trust

that the best angular resolution in estimating the direction of arrival of the source is for directions perpendicular

to the plane made by detectors. We want to �nd out the angle of incidance at the LHV plane.
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Figure 5.4: The path of supernovae on source time window in geographical coordinates

Let's introduce cartesian coordinates depicted in Figure 5.5 which origin is in Livingston ~L and the z axis is

along ~H − ~L. Three interferometers make angle α. The y axis lays on the LHV plane at the angle π/2− α. x axis

is along a vector product of ~V − ~L and ~H − ~L. Vector ~D is an unit vector pointing the supernova and is described

by two angles: θ measured from 0◦ to 180◦ and φ from −180◦ to 180◦. From geometry of the system we �nd that

θ = arccos

(
cτ1
d1

)
, (5.3)

where c is a speed of light, τ1 = ( ~H − ~L) ~D/c and d1 = | ~H − ~L|. The φ angle can be calculated using the equation:

φ = arcsin

(
cτ2/d2 − cos θ sinα

sin θ sinα

)
(5.4)

where τ2 = (~V − ~L) ~D/c and d2 = |~V − ~L|. The plane of the network is situated on angles φ = 90◦ and φ = 270◦.

The result is shown in Figure 5.6. The dashed lines indicate the plane of the network and the solid lines show

the paths of supernovae in the HLV cartesian frame. As we can see from the picture, there becomes a problem with

the position of supernovae. Suppose that the source of gravitational waves is at the angle θ and φ. The response of

the network will be actually the same as in the situation when the source is at the angle θ and π − 180◦, because

time arrivals τ1 and τ2 will be in both cases the same. Therefore the HLV network will not be able to recognize the

exact location of the supernova.
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Figure 5.5: HLV coordinates.

5.3 Targeted Core-Collapse Supernovae

For the present search it is important to have an estimate of the time of core collapse for each supernova. This

time coincides (within one to a few seconds; e.g., [58]) with the time of strongest GW emission. The better the

estimate of the core collapse time, the smaller the on-source window of detector data that must be searched and

the smaller the confusion background due to non-Gaussian non-stationary detector noise.

For a Galactic or Magellanic Cloud CCSN, the time of core collapse would be extremely well determined by the

time of arrival of the neutrino burst that is emitted coincident with the GW signal [59]. A very small on-source

window of seconds to minutes could be used for such a special event.

For CCSNe at distances D & 1 Mpc, an observed coincident neutrino signal is highly unlikely [60, 61, 62]. In

this case, the time of core collapse must be inferred based on estimates of the explosion time, explosion energy,

and the radius of the progenitor. The explosion time is de�ned as the time at which the supernova shock breaks

out of the stellar surface and the electromagnetic emission of the supernova begins. Basic information about the

progenitor can be obtained from the lightcurve and spectrum of the supernova (e.g., [63]). Much more information

can be obtained if pre-explosion imaging of the progenitor is available (e.g., [64]). A red supergiant progenitor with

a typical radius of ∼500− 1500R� produces a Type IIP supernova and has an explosion time of ∼1− 2 days after

core collapse and a typical explosion energy of 1051 erg; sub-energetic explosions lead to longer explosion times (e.g.,

[65, 66, 67]). A yellow supergiant that has been partially stripped of its hydrogen-rich envelope, giving rise to a

IIb supernova (e.g., [68]), is expected to have a radius of ∼200− 500R� and an explosion time of . 0.5 days after

core collapse [68, 67]. A blue supergiant, giving rise to a peculiar type IIP supernova (such as SN 1987A), has a

radius of .100R� and an explosion time of .2− 3 hours after core collapse. A Wolf-Rayet star progenitor, giving

rise to a Type Ib/c supernova, has been stripped of its hydrogen (and helium) envelope by stellar winds or binary

interactions and has a radius of only a few to ∼10R� and shock breakout occurs within ∼10−100 s of core collapse

[65, 66].
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Figure 5.6: Path of supernovae in a Earth �xed reference frame

The breakout of the supernova shock through the surface of the progenitor star leads to a short-duration high-

luminosity burst of electromagnetic radiation with a spectral peak dependent on the radius of the progenitor. The

burst from shock-breakout preceeds the rise of the optical lightcurve which occurs on a timescale of days after shock

breakout (depending, in detail, on the nature of the progenitor star; [63, 69, 68, 67]).

With the exception of very few serendipitous discoveries of shock breakout bursts (e.g., [70, 71]), core-collapse

supernovae in the 2007�2011 time frame of the present GW search were usually discovered days after explosion and

their explosion time is constrained by one or multiple of (i) the most recent non-detection, i.e., by the last date of

observation of the host galaxy without the supernova present; (ii) by comparison of observed lightcurve and spectra

with those of other supernovae for which the explosion time is well known; (iii) by lightcurve extrapolation [72];

or, (iv), for type IIP supernovae, via lightcurve modeling using the expanding photosphere method (EPM; e.g.,

[73, 74]).

More than 100 core-collapse supernovae were discovered in the optical by amateur astronomers and professional

astronomers (e.g., [53]) during the S5/S6 iLIGO and the VSR2, VSR3, VSR4 Virgo data taking periods. In order to

select optically discovered core-collapse supernovae as triggers for this search, we impose the following criteria: (i)

distance from Earth not greater than ∼10− 15 Mpc. Since GWs from core-collapse supernovae are most likely very

weak and because the observable GW amplitude scales with one-over-distance, nearer events are greatly favored.

(ii) A well constrained time of explosion leading to an uncertainty in the time of core collapse of less than ∼2 weeks.
(iii) At least partial availability of science-quality data of coincident observations of more than one interferometer

in the on-source window.

The core-collapse supernovae making these cuts are SN 2007gr, SN 2008ax, SN 2008bk, and SN 2011dh. Table 5.2

summarizes key properties of these supernovae and we discuss each in more detail in the following.

SN 2007gr, a Type Ic supernova, was discovered on 2007 August 15.51 UTC [75]. A pre-discovery empty image

taken by KAIT [76] on August 10.44 UTC provides a baseline constraint on the explosion time. The progenitor of

this supernova was a compact stripped-envelope star [77, 78, 79, 80] through which the supernova shock propagated

within tens to hundreds of seconds. In order to be conservative, we add an additional hour to the interval between
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Table 5.2: Core-collapse supernovae selected as triggers for the gravitational-wave search described in this paper.
Distance gives the best current estimate for the distance to the host galaxy. t1 and t2 are the UTC dates delimiting
the on-source window. ∆t is the temporal extent of the on-source window. iLIGO/Virgo run indicates the data
taking campaign during which the supernova explosion was observed. Detectors lists the interferometers taking data
during at least part of the on-source window. The values in the brackets in the last column provide the relative
coverage of the on-source window with science-quality or Astrowatch-quality data of at least two detctors. For SN
2007gr, the relative coverage of the on-source window with the most sensitive network of four active interferometers
is 67%. See the text in Section 5.3 for details and references on the supernovae and Section 5.4 for details on the
detector networks, coverage, and data quality.

Identi�er Type Host Distance t1 − t2 ∆t iLIGO/Virgo Active
Galaxy [Mpc] [UTC] [days] Run Detectors

SN 2007gr Ic NGC 1058 10.55±1.95 Aug 10.39− 15.51 5.12 S5/VSR1 H1,H2,L1,V1 (93%)
SN 2008ax IIb NGC 4490 9.64+1.38

−1.21 Mar 2.19− 3.45 1.26 A5 G1,H2 (8%)
SN 2008bk IIP NGC 7793 3.53+0.21

−0.29 Mar 13.50− 25.14 11.64 A5 G1,H2 (38%)
SN 2011dh IIb M51 8.40±0.70 May 30.37− 31.89 1.52 S6E/VSR4 G1,V1 (37%)

discovery and last non-detection and arrive at a GW on-source window of 2007 August 10.39 UTC to 2007 August

15.51 UTC. The sky location of SN 2007gr is R.A.= 02h43m27s.98, Decl.= +37◦20′44′′.7 [75]. The host galaxy

is NGC 1058. Schmidt et al. [81] used EPM to determine the distance to SN 1969L, which exploded in the same

galaxy. They found D = (10.6 + 1.9 − 1.1) Mpc. This is broadly consistent with the more recent Cepheid-based

distance estimate of D = (9.29± 0.69) Mpc to NGC 925 by [82]. This galaxy is in the same galaxy group as NGC

1058 and thus presumed to be in close proximity. For the purpose of the present study, we use the conservative

combined distance estimate of D = (10.55± 1.95 Mpc).

SN 2008ax, a Type IIb supernova [83], was discovered by KAIT on 2008 March 3.45 UTC [84]. The fortuitous

non-detection observation made by Arbour on 2008 March 3.19 UTC [85], a mere 6.24 h before the SN discovery,

provides an excellent baseline estimate of the explosion time. Spectral observations indicate that the progentior

of SN 2008ax was almost completely stripped of its hydrogen envelope, suggesting that is exploded either as a

yellow supergiant or as a Wolf-Rayet star [86, 87]. Most recent observations and phenomenological modeling by [88]

suggest that the progenitor was in a binary system and may have had a blue-supergiant appearance and an extended

(30 − 40R�) low-density (thus, low-mass) hydrogen-rich envelope at the time of explosion. To be conservative,

we add an additional day to account for the uncertainty in shock propagation time and de�ne the GW on-source

window as 2008 March 2.19 UTC to 2008 March 3.45 UTC. The coordinates of SN 2008ax are R.A.= 12h30m40s.80,

Decl.= +41◦38′14′′.5 [84]. Its host galaxy is NGC 4490, which together with NGC 4485 forms a pair of interacting

galaxies with a high star formation rate. We adopt the distance D = (9.64 + 1.38−1.21) Mpc given by Pastorello et

al. [89]

SN 2008bk, a Type IIP supernova, was discovered on 2008 March 25.14 UTC [90]. Its explosion time is poorly

constrained by a pre-explosion image taken on 2008 January 2.74 UTC [90]. Morrell & Stritzinger [91] compared

a spectrum taken of SN 2008bk on 2008 April 12.4 UTC to a library of SN spectra [92] and found a best �t

to the spectrum of SN 1999em taken at 36 days after explosion [91]. However, the next other spectra available

for SN 1999em are from 20 and 75 days after explosion, so the uncertainty of this result is rather large. EPM

modeling by Dessart [93] suggests an explosion time of March 19.5± 5 UTC, which is broadly consistent with the
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Table 5.3: Overview of GW interferometer science runs from which we draw data for our search. H1 and H2
stand for the LIGO Hanford 4-km and 2-km detectors, respectively. L1 stands for the LIGO Livingston detector.
V1 stands for the Virgo detector and G1 stands for the GEO600 detector. The duty factor column indicates
the approximate fraction of science-quality data during the observation runs. The coincident duty factor column
indicates the fraction of time during which at least two detectors were taking science-quality data simultaneously.
The A5 run was classi�ed as astrowatch and was not a formal science run. The H2 and V1 detectors operated for
only part of A5. The Virgo VSR1 run was joint with the iLIGO S5 run, the Virgo VSR2 and VSR3 runs were joint
with the iLIGO S6 run, and the GEO600 detector (G1) operated in iLIGO run S6E during Virgo run VSR4. When
iLIGO and Virgo science runs overlap, the coincident duty factor takes into account iLIGO, GEO600, and Virgo
detectors.

Run Detectors Run Period Duty Factors Coin. Duty Factor

S5 H1,H2,L1,G1 2005/11/04�2007/10/01
∼75% (H1), ∼76% (H2),
∼65% (L1), ∼77% (G1)

∼87%
A5 G1,H2,V1 2007/10/01�2009/05/31 ∼81%(G1), ∼18% (H2), ∼5% (V1) ∼18%
S6 L1,H1,G1 2009/07/07�2010/10/21 ∼51% (H1), ∼47% (L1), ∼56% (G1) ∼67%
S6E G1 2011/06/03�2011/09/05 ∼77% ∼66%
VSR1/S5 V1 2007/05/18�2007/10/01 ∼80% ∼97%
VSR2/S6 V1 2009/07/07�2010/01/08 ∼81% ∼74%
VSR3/S6 V1 2010/08/11�2010/10/19 ∼73% ∼94%
VSR4/S6E V1 2011/05/20�2011/09/05 ∼78% ∼62%

lightcurve data and hydrodynamical modeling presented in [94]. The progenitor of SN 2008bk was most likely a

red supergiant with a radius of ∼500R� [95, 96, 97], which suggests an explosion time of ∼1 day after core collapse

[65, 66, 67]. Hence, we assume a conservative on-source window of 2008 March 13.5 UTC to 2008 March 25.14

UTC. The coordinates of SN 2008bk are R.A.= 23h57m50s.42, Decl.= −32◦33′21′′.5 [98]. Its host galaxy is NGC

7793, which is located at a Cepheid-distance D = (3.44 + 0.21− 0.2) Mpc [99]. This distance estimate is consistent

with D = (3.61 + 0.13− 0.14) Mpc obtained by [100] based on the tip of the red giant branch method (e.g., [101]).

For the purpose of this study, we use a conservative averaged estimate of D = (3.53 + 0.21− 0.29) Mpc.

SN 2011dh, a type IIb supernova, has an earliest discovery date in the literature of 2011 May 31.893, which was

by amateur astronomers [102, 103, 104, 105]. An earlier discovery date of 2011 May 31.840 is given by Alekseev [106]

and a most recent non-detection by Dwyer on 2011 May 31.365 [106]. The progenitor of SN 2011dh was with high

probability a yellow supergiant star [107] with a radius of a few 100R� [68, 108, 109]. We conservatively estimate an

earliest time of core collapse of a day before the most recent non-detection by Dwyer and use an on-source window

of 2011 May 30.365 to 2011 May 31.893. SN 2011dh's location is R.A.= 13h30m05s.12, Decl.= +47◦10′11′′.30 [110]

in the nearby spiral galaxy M51. The best estimates for the distance to M51 come from Vinkó et al. [108], who

give D = 8.4 ± 0.7 Mpc on the basis of EPM modeling of SN 2005cs and SN 2011dh. This is in agreement with

Feldmeier et al. [111], who give D = 8.4±0.6 Mpc on the basis of planetary nebula luminosity functions. Estimates

using surface brightness variations [112] or the Tully-Fisher relation [113] are less reliable, but give a somewhat

lower distance estimates of D = 7.7 ± 0.9 and D = 7.7 ± 1.3, respectively. We adopt the conservative distance

D = 8.4± 0.7 Mpc for the purpose of this study.
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Figure 5.7: On-source windows as de�ned for the four core-collapse supernovae considered in Section 5.3. The date
given for each core-collapse supernova is the published date of discovery. Overplotted in color are the stretches of
time covered with science-quality and Astrowatch-quality data of the various GW interferometers. The percentages
given for each core-collapse supernova and interferometer is the fractional coverage of the on-source window with
science or astrowatch data by that interferometer. See Table 5.2 and Sections 5.3 and 5.4 for details.

5.4 Detector Networks and Coverage

This search employs data from the 4 km LIGO Hanford, WA and LIGO Livingston, LA interferometers (denoted

H1 and L1, respectively), from the 2 km LIGO Hanford, WA interferometer (denoted asH2), from the 0.6 km GEO

600 detector near Hannover, Germany (denoted as G1), and from the 3 km Virgo interferometer near Cascina, Italy

(denoted as V1).

Table 5.3 lists the various GW interferometer data taking periods (�runs�) in the 2005�2011 time frame from

which we draw data for our search. The table also provides the duty factor and coincident duty factor of the GW

interferometers. The duty factor is the fraction of the run time a given detector was taking science-quality data.

The coincident duty factor is the fraction of the run time at least two detectors were taking science quality data.

The coincident duty factor is most relevant for GW searches like ours that require data from at least two detectors

to reject candidate events that are due to non-Gaussian instrumental or environmental noise artifacts (�glitches�)

but can mimic real signals in shape and time-frequency content (see, e.g., [50, 114]).

One notes from Table 5.3 that the duty factor for the �rst-generation interferometers was typically . 50− 80%.

The relatively low duty factors are due to a combination of environmental causes (such as distant earthquakes

causing loss of interferometer lock) and interruptions for detector commissioning or maintenance.

The CCSNe targeted by this search and described in Section 5.3 are the only 2007�2011 CCSNe located within
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Figure 5.8: Noise amplitude spectral densities of the GW interferometers whose data are analyzed for SNe 2007gr
and 2011dh (see Section 5.4). The curves are the results of averaging 1/S(f) over the on-source windows of the
SNe (see Table 5.2). We plot the G1 noise spectrum also for SN 2008ax to demonstrate the improvement in
high-frequency sensitivity due to GEO-HF [12] for SN 2011dh.

D . 10− 15 Mpc for which well-de�ned on-source windows exist and which are also covered by extended stretches

of coincident observations of at least two interferometers. In Figure 5.7, we depict the on-source windows for SNe

2007gr, 2008ax, 2008bk, and 2011dh. We indicate with regions of di�erent color times during which the various

interferometers were collecting data.

SN 2007gr exploded during the S5/VSR1 joint run between the iLIGO, GEO 600, and Virgo detectors. It has

the best coverage of all considered CCSNe: 93% of its on-source window are covered by science-quality data from at

least two of H1, H2, L1, and V1. We search for GWs from SN 2007gr at times when data from the following detector

networks are available: H1H2L1V1, H1H2L1, H1H2V1, H1H2, L1V1. The G1 detector was also taking data during

SN 2007gr's on-source window, but since its sensitivity was much lower than that of the other detectors, we do not

analyze G1 data for SN 2007gr.

SNe 2008ax and 2008bk exploded in the A5 astrowatch run between the S5 and S6 iLIGO science runs (cf. Ta-

ble 5.3). Only the G1 and H2 detectors were operating at sensitivities much lower than those of the 4-km L1 and H1

and the 3-km V1 detectors. The coincident duty factor for SN 2008ax is only 8% while that for SN 2008bk is 38%.

Preliminary analysis of the available coincident GW data showed that due to a combination of low duty factors and

low detector sensitivity, the overall sensitivity to GWs from these CCSNe was much lower than for SNe 2007gr and

2011dh. Because of this, we exclude SNe 2008ax and 2008bk from the analysis presented in the rest of this paper.

SN 2011dh exploded a few days before the start of the S6E/VSR4 run during which the V1 and G1 interferometers

were operating (cf. Table 5.3). G1 was operating in GEO-HF mode [12] that improved its high-frequency (f & 1 kHz)

sensitivity to within a factor of two of V1's sensitivity. While not o�cially in a science run during the SN 2011dh

on-source window, both G1 and V1 were operating and collecting data that passed the data quality standards

necessary for being classi�ed as science-quality data (e.g., [115, 116, 117]). The coincident G1V1 duty factor is 37%
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Figure 5.9: False Alarm Probability [FAP, Equation (4.58)] distributions of the background events for SN 2007gr
and the H1H2L1V1 detector network. The FAP indicates the probability that an event of a given �loudness�
(signi�cance) is consistent with background noise. The left panel shows the FAP distribution determined by the
cWB pipeline as a function of its loudness measure, ρ, (see [13] for details). The right panel depicts the same for
X-Pipeline as a function of its loudness measure, Λc, (see [14, 15] for details). The shaded regions indicate 1− σ
error estimates for the FAP.

for SN 2011dh.

In Figure 5.8, we plot the one-side noise amplitude spectral densities of each detector averaged over the on-

source windows of SNe 2007gr and 2011dh. In order to demonstrate the high-frequency improvement in the 2011

G1 detector, we also plot the G1 noise spectral density for SN 2008ax for comparison.

5.5 Search methodology

Two search algorithms are employed in this study: X-Pipeline [14, 15] and Coherent WaveBurst (cWB) [13].

Neither algorithm requires detailed assumptions about the GW morphology and both look for subsecond GW

transients in the frequency band 60Hz to 2000Hz. This is the most sensitive band of the detector network, where

the amplitude of the noise spectrum of the most sensitive detector is within about an order of magnitude of its

minimum. This band also encompasses most models for GW emission from CCSNe (cf. [58, 118, 119]). The bene�t

of having two independent algorithms is that they can act as a cross check for outstanding events. Furthermore,

sensitivity studies using simulated GWs show some complementarity in the signals detected by each pipeline; this

is discussed further in Section 5.6.

The two algorithms process the data independently to identify potential GW events for each supernova and

network combination. Each algorithm assigns a �loudness� measure to each event; these are described in more

detail below. The two algorithms also evaluate measures of signal consistency across di�erent interferometers

and apply thresholds on these measures (called coherence tests) to reject background noise events. The internal

thresholds of each algorithm are chosen to obtain robust performance across a set of signal morphologies of interest.

We also reject events that occur at times of environmental noise disturbances that are known to be correlated with

transients in the GW data via well-established physical mechanisms; these so-called �category 2� data quality cuts
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are described in [120].

The most important measure of an event's signi�cance is its false alarm rate (FAR): the rate at which the

background noise produces events of equal or higher loudness than events that pass all coherent tests and data

quality cuts. Each pipeline estimates the FAR using background events generated by repeating the analysis on

time-shifted data � the data from the di�erent detectors are o�set in time, in typical increments of ∼ 1 s. The

shifts remove the chance of drawing a sub-second GW transient into the background sample since the largest time

of �ight between the LIGO and Virgo sites is 27 milliseconds (between H1 and V1). To accumulate a su�cient

sampling of rare background events, this shifting procedure is performed thousands of times without repeating the

same relative time shifts among detectors. Given a total duration Toff of o�-source (time-shifted) data, the smallest

false alarm rate that can be measured is 1/Toff .

On-source events from each combination of CCSN, detector network, and pipeline are assigned a FAR using the

time-slide background from that combination only. The event lists from the di�erent CCSNe, detector networks,

and pipelines are then combined and the events ranked by their FAR. The event with lowest FAR is termed the

loudest event.

In order for the loudest event to be considered as a GW detection it must have a False Alarm Probability (FAP)

low enough that it is implausible to have been caused by background noise. Given a FAR value R, the probability

p(R) of noise producing one or more events of FAR less than or equal to R during one or more CCSN on-source

windows of total duration Ton is

p = 1− exp (−RTon) . (5.5)

The smallest such false alarm probability (FAP) that can be measured given an o�-source (time-shifted) data

duration Toff is approximately Ton/Toff . Several thousand time shifts are therefore su�cient to measure FAP values

of O(10−3). We require a FAP below 0.001, which exceeds 3-σ con�dence, in order to consider an event to be a

possible GW detection candidate. Figure 5.9 shows examples of the FAP as a function of event loudness for cWB

and X-Pipeline for the H1H2L1V1 network during the SN 2007gr on-source window.

The loudest surviving events of the current search are reported in Table 5.4. In practice, none of these events

has a FAP low enough to be considered a GW candidate (see Section 5.6 for further discussion). We therefore set

upper limits on the strength of possible GW emission by the CCSNe. This is done by adding to the data simulated

GW signals of various amplitudes (or equivalently sources at various distances) and repeating the analysis. For

each amplitude or distance we measure the fraction of simulations that produce an event in at least one pipeline

with FAP lower than the loudest on-source event, and which survive our coherence tests and data quality cuts; this

fraction is the detection e�ciency of the search.

5.5.1 Coherent WaveBurst

The cWB [13] analysis is performed as described in [114], and it is based on computing a constrained likelihood

function. In brief: each detector data stream is decomposed into 6 di�erent wavelet decompositions (each one with

di�erent time and frequency resolutions). The data are whitened, and the largest 0.1 percent of wavelet magnitudes

in each frequency bin and decomposition for each interferometer are retained (we call these �black pixels�). We also

retain �halo� pixels, which are those that surround each black pixel. In order to choose pixels that are more likely

related to a GW transient (candidate event) we identify clusters of them. Once all of the wavelet decompositions
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are projected into the same time frequency plane, clusters are de�ned as sets of contiguous retained pixels (black or

halo). Only the pixels involved in a cluster are used in the subsequent calculation of the likelihood. These clusters

also need to be consistent between interferometers for the tested direction of arrival. For each cluster of wavelets,

a Gaussian likelihood function is computed, where the unknown GW is reconstructed with a maximum-likelihood

estimator.

The likelihood analysis is repeated over a grid of sky positions covering the range of possible directions to

the GW source. Since the sky location of each of the analyzed CCSNe is well known, we could choose to apply

this procedure only for the known CCSN sky location. However, the detector noise occasionally forces the cWB

likelihood to peak in a sky location away from the true sky location. As a consequence, some real GW events

could be assigned a smaller likelihood value, lowering the capability to detect them. Because of this, we consider

triggers that fall within an error region of 0.4 degrees of the known CCSN sky location and that pass the signi�cance

threshold, even if they are not at the peak of the cWB reconstructed sky position likelihood. The 0.4 degree region

is determined empirically by trade-o� studies between detection e�ciency and FAR.

For SN 2011dh, the noise spectra were very di�erent for the G1 and V1 detectors, with the consequence that

the network e�ectively had only one detector at frequencies up to several hundred Hz, and therefore location

reconstruction was very poor. As a consequence we decided to scan the entire sky for candidate events for this

CCSN.

The events reported for a given network con�guration are internally ranked for detection purposes by cWB using

the coherent network amplitude statistic ρ de�ned in [48]. Other constraints related to the degree of similarity of

the reconstructed signal across di�erent interferometers (the �network correlation coe�cient� cc) and the ability of

the network to reconstruct both polarizations of the GW signal (called regulators) are applied to reject background

events; these are also described in [48].

5.5.2 X-Pipeline

In the X-Pipeline [14, 15, 121] analysis, the detector data are �rst whitened, then Fourier transformed. A

total energy map is made by summing the spectrogram for each detector, and �hot� pixels are identi�ed as the

1% in each detector with the largest total energy. Hot pixels that share an edge or vertex (nearest neighbors and

next-nearest neighbors) are clustered. For each cluster, the raw time-frequency maps are recombined in a number

of linear combinations designed to give maximum-likelihood estimates of various GW polarizations given the known

sky position of the CCSN. The energy in each combination is recorded for each cluster, along with various time-

frequency properties of the cluster. The procedure is repeated using a series of Fourier transform lengths from 1/4 s,

1/8 s, . . . 1/128 s. Clusters are ranked internally using a Bayesian-inspired estimate Λc of the likelihood ratio for a

circularly polarized GW, marginalized over the unknown GW amplitude σh with a Je�reys (logarithmic) prior σ−1
h ;

see [122, 123, 15] for details.

When clusters from di�erent Fourier transform lengths overlap in time-frequency, the cluster with the largest

likelihood Λc is retained and the rest are discarded. Finally, a post-processing algorithm tunes and applies a series

of pass/fail tests to reject events due to background noise; these tests are based on measures of correlation between

the detectors for each cluster. The tuning of these tests is described in detail in [14]. For more details see also [2].
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Table 5.4: False alarm rate (FAR) of the loudest event found by each pipeline for each detector network. No
on-source events survived the coherent tests and data quality cuts for the cWB analysis of the H1H2L1 and H1H2
networks for SN 2007gr. The lowest FAR, 1.7×10−6 Hz, corresponds to a FAP of 0.77, where the total livetime
analysed was Ton = 873461 s.

Network cWB X-Pipeline

H1H2L1V1 1.7×10−6 Hz 2.5×10−6 Hz
H1H2L1 no events 1.1×10−5 Hz
H1H2V1 1.2×10−5 Hz 5.3×10−6 Hz
H1H2 no events 7.1×10−5 Hz
L1V1 4.8×10−5 Hz 4.1×10−3 Hz
G1V1 1.2×10−5 Hz 2.7×10−5 Hz

5.5.3 Simulated Signals and Search Sensitivity

In this paper, we employ three classes of GW signals for our Monte Carlo studies: (1) representative waveforms

from detailed multi-dimensional (2D axisymmetric or 3D) CCSN simulations; (2) semi-analytic phenomenological

waveforms of plausible but extreme emission scenarios; and (3) ad-hoc waveform models with tuneable frequency

content and amplitude to establish upper limits on the energy emitted in GWs at a �xed CCSN distance. We

brie�y summarize the nature of these waveforms below. We list all employed waveforms in Tables 5.5 and 5.6 and

summarize their key emission metrics. In particular, we provide the angle-averaged root-sum-squared GW strain,

hrss =

√∫ 〈
h2

+(t) + h2
×(t)

〉
Ω

dt , (5.6)

and the energy EGW emitted in GWs, using the expressions given in [2].

Waveforms fromMulti-Dimensional CCSN Simulations Rotation leads to a natural axisymmetric quadrupole

(oblate) deformation of the collapsing core. The tremendous acceleration at core bounce and proto-neutron star

formation results in a strong linearly-polarized burst of GWs followed by a ring-down signal. Rotating core collapse

is the most extensively studied GW emission process in the CCSN context (see, e.g., [124, 125, 126, 127, 128, 39,

129, 130] and [58, 118, 119] for reviews). For the purpose of this study, we select three representative rotating core

collapse waveforms from the 2D general-relativistic study of Dimmelmeier et al. [39]. The simulations producing

these waveforms used the core of a 15-M� progenitor star and the Lattimer-Swesty nuclear equation of state [131].

The waveforms are enumerated by Dim1�Dim3 pre�xes and are listed in Table 5.5. They span the range from

moderate rotation (Dim1-s15A2O05ls) to extremely rapid rotation (Dim3-s15A3O15ls). See [39] for details on the

collapse dynamics and GW emission.

In non-rotating or slowly rotating CCSNe, neutrino-driven convection and the standing accretion shock insta-

bility (SASI) are expected to dominate the GW emission. GWs from convection/SASI have also been extensively

studied in 2D (e.g., [133, 134, 135, 136, 137, 138, 139, 132, 38]) and more recently also in 3D [33, 140]. For the

present study, we select a waveform from a 2D Newtonian (+ relativistic corrections) radiation-hydrodynamics

simulation of a CCSN in a 15-M� progenitor by Yakunin et al. [132]. This waveform also captures the frequency

content of more recent 3D waveforms [34, 141]. This waveform and its key emission metrics are listed as Yakunin-s15

in Table 5.5. Note that since the simulation producing this waveform was axisymmetric, only the + polarization is
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Table 5.5: Injection waveforms from detailed multi-dimensional CCSN simulations described in the text. For each
waveform, we give the emission type, journal reference, waveform identi�er, angle-averaged root-sum-squared strain
hrss, the frequency fpeak at which the GW energy spectrum peaks, the emitted GW energy EGW, and available
polarizations. See [2, 3] for details.

Emission Type Ref. Waveform Identi�er hrss fpeak EGW Polarizations
[10−22@10 kpc] [Hz] [10−9M�c2]

Rotating Core Collapse [39] Dim1-s15A2O05ls 1.052 774 7.685 +
Rotating Core Collapse [39] Dim2-s15A2O09ls 1.803 753 27.873 +
Rotating Core Collapse [39] Dim3-s15A3O15ls 2.690 237 1.380 +
2D Convection/SASI [132] Yakunin-s15 1.889 888 9.079 +
3D Convection/SASI [33] Müller1-L15-3 1.655 150 3.741× 10−2 +, ×
3D Convection/SASI [33] Müller2-N20-2 3.852 176 4.370× 10−2 +, ×
3D Convection/SASI [33] Müller3-W15-4 1.093 204 3.247× 10−2 +, ×
PNS Pulsations [58] Ott-s15 5.465 971 429.946 +

available.

CCSNe in Nature are 3D and produce both GW polarizations (h+ and h×). Only a few GW signals from

3D simulations are presently available. We draw three waveforms from the work of Müller et al. [33]. These and

their key GW emission characteristics are listed with Müller1�Müller3 pre�xes in Table 5.5. Waveforms Müller1-

L15-3 and Müller2-W15-4 are from simulations using two di�erent progenitor models for a 15-M� star. Waveform

Müller2-N20-2 is from a simulation of a CCSN in a 20-M� star. Note that the simulations of Müller et al. [33]

employed an ad-hoc inner boundary at multiple tens of kilometers. This prevented decelerating convective plumes

from reaching small radii and high velocities. As a consequence, the overall GW emission in these simulations

peaks at lower frequencies than in simulations that do not employ an inner boundary (cf. [132, 38, 139, 140]). For

example, the expected signal-to-noise ratios of waveforms from the simulations of [140] are 2-3 times higher than

those of Müller et al, so their detectable range should be larger by approximately the same factor.

We also do not include any waveforms from 3D rotating core collapse. However, the study in [142], which

used X-Pipeline and realistic LIGO noise, did include waveforms from the 3D Newtonian magnetohydrodynamical

simulations of Scheidegger et al. [40]. The two selected waveforms were for a 15 M� progenitor star with the

Lattimer-Swesty equation of state. These simulations exhibited stronger GW emission, and the detectable range

was typically 2-3 times further than for the 2D Dimmelmeier et al. waveforms.

In some 2D CCSN simulations [143, 144], strong excitations of an ` = 1 g-mode (an oscillation mode with

gravity as its restoring force) were observed. These oscillations were found to be highly non-linear and to couple to

GW-emitting ` = 2 modes. The result is a strong burst of GWs that lasts for the duration of the large-amplitude

mode excitation, possibly for hundreds of milliseconds [58, 145]. More recent simulations do not �nd such strong

g-mode excitations (e.g., [146, 139]). We nevertheless include here one waveform from the simulations of [144] that

was reported by Ott [58]. This waveform is from a simulation with a 15-M� progenitor and is denoted as Ott-s15

in Table 5.5.

Phenomenological WaveformModels In the context of rapidly rotating core collapse, various non-axisymmetric

instabilities can deform the proto-neutron star into a tri-axial (�bar�) shape (e.g., [147, 148, 149, 150, 151, 129, 34]),

potentially leading to extended (∼10 ms − few s) and energetic GW emission. This emission occurs at twice the
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proto-neutron star spin frequency, with a 90 degree phase shift between the plus and cross modes (similar to the

waveforms from some more realistic 3D simulations), and with amplitude dependent on the magnitude of the bar

deformation [152, 34, 129]. We use the simple phenomenological bar model described in [153]. Its parameters are the

length of the bar deformation, L, in km, its radius, R, in km, the mass, M , in M�, involved in the deformation, the

spin frequency, f , and the duration, t, of the deformation. We select six waveforms as representative examples. We

sample the potential parameter space by chosingM = {0.2, 1.0}M�, f = {400, 800}Hz, and t = {25, 100, 1000}ms.

We list these waveforms as �Long-lasting Bar Mode� in Table 5.6 and enumerate them as LB1�LB6. The employed

model parameters are encoded in the full waveform name. One notes from Table 5.6 that the strength of the

bar-mode GW emission is orders of magnitude greater than that of any of the waveforms computed from detailed

multi-dimensional simulations listed in Table 5.5. We emphasize that the phenomenological bar-mode waveforms

should be considered as being at the extreme end of plausible GW emission scenarios. Theoretical considerations

(e.g., [58]) suggest that such strong emission is unlikely to obtain in CCSNe. Observationally, however, having this

emission in one or all of the CCSNe has not been ruled out.

We also consider the phenomenological waveform model proposed by Piro & Pfahl [41]. They considered the

formation of a dense self-gravitatingM�-scale fragment in a thick accretion torus around a black hole in the context

of collapsar-type gamma-ray bursts. The fragment is driven toward the black hole by a combination of viscous

torques and energetic GW emission. This is an extreme but plausible scenario. We generate injection waveforms

from this model using the implementation described in [154]. The model has the following parameters: mass MBH

of the black hole inM�, a spatially constant geometrical parameter controlling the torus thickness, η = H/r, where

H is the disk scale height and r is the local radius, a scale factor for the fragment mass (�xed at 0.2), the value of

the phenomenological α-viscosity (�xed at α = 0.1), and a starting radius that we �x to be 100rg = 100GMBH/c
2.

We employ four waveforms, probing black hole masses MBH = {5, 10}M� and geometry factors η = {0.3, 0.6}. The
resulting waveforms and their key emission metrics are listed as �Torus Fragmentation Instability� and enumerated

by Piro1�Piro4 in Table 5.6. The full waveform names encode the particular parameter values used. As in the case

of the bar-mode emission model, we emphasize that also the Torus Fragmentation Instability represents an extreme

GW emission scenario for CCSNe. It may be unlikely based on theoretical considerations (e.g., [58, 154]), but has

not been ruled out observationally.

Ad-Hoc Waveforms: sine-Gaussians Following previous GW searches, we also employ ad-hoc sine-Gaussian

waveforms to establish frequency-dependent upper limits on the emitted energy in GWs. This also allows us to

compare the sensitivity of our targeted search with results from previous all-sky searches for GW bursts (e.g.,

[114, 120, 155])

Sine-Gaussian waveforms are, as the name implies, sinusoids in a Gaussian envelope. They are analytic and

given by

h+(t) = A
1 + α2

2
exp (−t2/τ2) sin(2πf0t) , (5.7)

h×(t) = Aα exp (−t2/τ2) cos(2πf0t) . (5.8)

Here, A is an amplitude scale factor, α = cos ι is the ellipticity of the waveform with ι being the inclination angle, f0

is the central frequency, and τ = Q/(
√

2πf0), where Q is the quality factor controlling the width of the Gaussian and
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Table 5.6: Injection waveforms from phenomenological and ad-hoc emission models described in the text. For each
waveform, we give the emission type, journal reference, waveform identi�er, angle-averaged root-sum-squared strain
hrss, the frequency fpeak at which the GW energy spectrum peaks, the emitted GW energy EGW, and available
polarizations. See [2, 3] for details. As sine-Gaussian waveforms are ad-hoc, they can be rescaled arbitrarily
and do not have a de�ned physical distance or EGW value.LBM stands for Long-lasting Bar Mode, tFI - Torus
Fragmentation Instability, SG - sine-Gaussian.

Emission Type Ref. Waveform Identi�er hrss fpeak EGW Polarizations
[10−20@10 kpc] [Hz] [M�c2]

LBM [153] LB1-M0.2L60R10f400t100 1.480 800 2.984× 10−4 +,×
LBM [153] LB2-M0.2L60R10f400t1000 4.682 800 2.979× 10−3 +,×
LBM [153] LB3-M0.2L60R10f800t100 5.920 1600 1.902× 10−2 +,×
LBM [153] LB4-M1.0L60R10f400t100 7.398 800 7.459× 10−3 +,×
LBM [153] LB5-M1.0L60R10f400t1000 23.411 800 7.448× 10−2 +,×
LBM [153] LB6-M1.0L60R10f800t25 14.777 1601 1.184× 10−1 +,×
TFI [41] Piro1-M5.0η0.3 2.550 2035 6.773× 10−4 +,×
TFI [41] Piro2-M5.0η0.6 9.936 1987 1.027× 10−2 +,×
TFI [41] Piro3-M10.0η0.3 7.208 2033 4.988× 10−3 +,×
TFI [41] Piro4-M10.0η0.6 28.084 2041 7.450× 10−2 +,×
SG [156] SG1-235HzQ8d9linear � 235 � +
SG [156] SG2-1304HzQ8d9linear � 1304 � +
SG [156] SG3-235HzQ8d9elliptical � 235 � +,×
SG [156] SG4-1304HzQ8d9elliptical � 1304 � +,×

thus the duration of the signal. Since the focus of our study is more on realistic and phenomenological waveforms,

we limit the set of sine-Gaussian waveforms to four, enumerated SG1�SG4 in Table 5.6. We �x Q = 8.9 and

study linearly polarized (cos ι = 0) and elliptically polarized (cos ι sampled uniformly on [−1, 1]) waveforms at f =

{235, 1304}Hz. We choose this quality factor and these particular frequencies for comparison with [114, 120, 155].

5.5.4 Systematic Uncertainties

Our e�ciency estimates are subject to a number of uncertainties. The most important of these are calibration

uncertainties in the strain data recorded at each detector, and Poisson uncertainties due to the use of a �nite number

of injections (Monte Carlo uncertainties). We account for each of these uncertainties in the sensitivities reported in

this paper.

We account for Poisson uncertainties from the �nite number of injections using the Bayesian technique described

in [157]. Speci�cally, given the total number of injections performed at some amplitude and the number detected,

we compute the 90% credible lower bound on the e�ciency assuming a uniform prior on [0, 1] for the e�ciency. All

e�ciency curves reported in this paper are therefore actually 90% con�dence level lower bounds on the e�ciency.

Calibration uncertainties are handled by rescaling quoted hrss and distance values following the method in [158].

The dominant e�ect is from the uncertainties in the amplitude calibration; these are estimated at approximately

10% for G1, H1, and H2, 14% for L1, and 6%-8% for V1 at the times of the two CCSNe studied [159, 160]. The

individual detector amplitude uncertainties are combined into a single uncertainty by calculating a combined root-

sum-square signal-to-noise ratio and propagating the individual uncertainties assuming each error is independent

(the signal-to-noise ratio is used as a proxy for the loudness measures the two pipelines use for ranking events). This
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combination depends upon the relative sensitivity of each detector, which is a function of frequency, so we compute

the total uncertainty at a range of frequencies across our analysis band for each CCSN and select the largest result,

7.6%, as a conservative estimate of the total 1-σ uncertainty. This 1-σ uncertainty is then scaled by a factor of

1.28 (to 9.7%) to obtain the factor by which our amplitude and distance limits must be rescaled in order to obtain

values consistent with a 90% con�dence level upper limit.

5.6 Search Results
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Figure 5.10: SN 2007gr detection e�ciency versus distance for the waveforms from multi-dimensional CCSN
simulations (left) and the phenomenological waveforms (right) described in Tables 5.5 and 5.6. Simulated GW
signals are added into detector data with a range of amplitudes corresponding to di�erent source distances. A
simulated signal is considered detected if cWB or X-Pipeline reports an event that survives the coherent tests
and data quality cuts with a FAR value lower than that of the loudest event from the SN 2007gr and SN 2011dh
on-source windows. These e�ciencies are averaged over all detector network combinations for SN 2007gr. The
e�ciencies are limited to ≤ 93% at small distances due to the fact that this was the duty cycle for coincident
observation over the SN 2007gr on-source window. The numbers in brackets for each model are the distances at
which the e�ciency equals 50% of the asymptotic value at small distances.
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As discussed in Section 5.5, on-source events from each combination of CCSN, detector network, and pipeline

are assigned a false alarm rate by comparing to time-slide background events. Table 5.4 lists the FAR values of

the loudest event found by each pipeline for each network and CCSN. The lowest FAR, 1.7×10−6 Hz, was reported

by cWB for the analysis of SN 2007gr with the H1H2L1V1 network. This rate can be converted to a false alarm

probability (FAP) using equation (4.58). The total duration of data processed by cWB or X-Pipeline for the two

CCSNe was Ton = 873461 s. Equation (4.58) then yields a false-alarm probability of 0.77 for the loudest event; this

is consistent with the event being due to background noise. We conclude that none of the events has a FAP low

enough to be considered as a candidate GW detection.

We note that the loudest events reported by cWB and X-Pipeline are both from the analysis of SN 2007gr

with the H1H2L1V1 network; this is consistent with chance as this network combination accounted for more than

60% of the data processed. In addition, the times of the loudest X-pipeline and cWB events di�er by more than a

day,

5.6.1 Detection e�ciency vs. distance

Given the loudest event, we can compute detection e�ciencies for the search following the procedure detailed

in Section 5.5.3. In brief, we measure the fraction of simulated signals that produce events surviving the coherent

tests and data quality cuts and which have a FAR (or equivalently FAP) lower than the loudest event.

Figures 5.10 and 5.11 show the e�ciency as a function of distance for the CCSN waveforms from multi-

dimensional simulations and the phenomenological waveforms discussed in Section 5.5.3 and summarized in Ta-

bles 5.5 and 5.6. For SN 2007gr, the maximum distance reach is of order 1 kpc for waveforms from detailed

multi-dimensional CCSN simulations, and from ∼100 kpc to ∼1Mpc for GWs from the phenomenological models

(torus fragmentation instability and long-lived rotating bar mode). The variation in distance reach is due to the

di�erent peak emission frequencies of the models and the variation in detector sensitivities with frequency, and is

easily understood in terms of the expected signal-to-noise of each waveform relative to the noise spectra of Fig-

ure 5.8. For example, the distance reach for the Yakunin waveform is similar to those of the Müller waveforms

even though the Yakunin energy emission is more than two orders of magnitude higher; this is due to the emission

being at much higher frequency where the detectors are less sensitive. Similarly, of the three Müller waveforms the

distance reach is largest for Müller1 because the peak frequency is 150Hz, where the LIGO detectors have best

sensitivity.

The distance reaches for SN 2011dh are lower by a factor of several than those for SN 2007gr; this is due to

the di�erence in sensitivity of the operating detectors, as also evident in Figure 5.8. Finally, we note that at small

distances the e�ciencies asymptote to the fraction of the on-source window that is covered by coincident data,

approximately 93% for SN 2007gr and 37% for SN 2011dh (up to a few percent of simulated signals are lost due to

random coincidence with data quality cuts).

We do not show the e�ciencies for the multi-dimensional simulation CCSN waveforms for SN 2011dh, as the

detection e�ciency was negligible in this case. This is due to the fact that the relative orientation of the G1 and

V1 detectors � rotated approximately 45◦ with respect to each other � means that the two detectors are sensitive

to orthogonal GW polarizations. In order for the coherent cuts to reject background noise X-Pipeline needs to

assume some relationship between these two polarizations. We require that the h+ and h× polarizations are out
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of phase by 90◦, as would be expected for emission from a rotating body with a non-axisymmetric quadrupole

deformation. We choose this because the strongest GW emission models are for rotating non-axisymmetric systems

(the fragmentation instability and long-lived bar mode). Unfortunately, the waveforms from multi-dimensional

CCSN simulations are either linearly polarized (i.e. have only one polarization) or exhibit randomly changing phase.

Hence, they cannot be detected by the search performed for SN 2011dh with X-Pipeline. The tuning of cWB did

not use these constraints, however the G1 noise �oor was about a factor of 2 higher than V1 around 1000Hz and the

di�erence was even greater at lower frequencies. This issue weakened the internal cWB measures of correlation of

the reconstructed signal between the two interferometers and severely reduced the detection e�ciencies at distances

beyond a few parsecs.

The distances shown in Figures 5.10 and 5.11 show the probability of a GW signal producing an event with

FAP lower than that of the loudest event. The physical interpretation of the e�ciency ε at a distance d for a given

model is related to the prospect of excluding the model with observations. Explicitly, the non-observation of any

events with FAP lower than the loudest event gives a frequentist exclusion of that GW emission model for a source

at distance d with con�dence ε. However, in this search the loudest event had a large FAP (0.77). In order for

an event to be considered as a possible detection it would need to have a FAP of order 10−3 or less; we �nd that

imposing this more stringent requirement lowers the maximum distance reach by approximately 5%-25% depending

on the waveform model.

Unfortunately, none of the models have distance reaches out to the ∼10Mpc distance of SN 2007gr or SN 2011dh;

we conclude that our search is not able to constrain the GW emission model for either of these CCSNe.
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Figure 5.11: SN 2011dh detection e�ciency versus distance for the phenomenological waveforms described in
Table 5.6. Simulated GW signals are added into detector data with a range of amplitudes corresponding to di�erent
source distances. A simulated signal is considered detected if either cWB or X-Pipeline reports an event that
survives the coherent tests and data quality cuts with a FAR value lower than that of the loudest event from the
SN 2007gr and SN 2011dh on-source windows. The e�ciencies are limited to ≤ 37% at small distances due to the
fact that this was the duty cycle for coincident observation over the SN 2011dh on-source window; some simulations
are also vetoed by data quality cuts. The numbers in the brackets are the distances at which the e�ciency equals
50% of its maximum value for each model.
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5.6.2 Constraints on Energy Emission

In addition to the astrophysically motivated phenomenological and multi-dimensional CCSN simulation wave-

forms, we employ the ad-hoc sine-Gaussian waveforms speci�ed by equations (5.7) and (5.8) to establish frequency-

dependent upper limits on the emitted energy in GWs. This also allows us to compare the sensitivity of our targeted

search with results from previous all-sky searches for GW bursts (e.g., [114, 120, 155])

The detection e�ciency is computed using the same procedure as for the other waveforms. However, since these

ad hoc waveforms have no intrinsic distance scale, we measure the e�ciency as a function of the root-sum-square

amplitude hrss, de�ned by equation (5.6). If we use the sin-Gaussian of a SASI component of a SN a certain

amplitude is equivalent to a speci�c distance. For this study, we use the two sine-Gaussian waveforms described in

Section 5.5.3, which have central frequencies of 235Hz and 1304Hz. These are standard choices for all-sky burst

searches [155]. Table 5.7 lists the hrss values at which the e�ciency reaches half of its maximum value. Note that

we use the half-maximum e�ciency rather than 50% e�ciency here, since the maximum e�ciency is limited by the

fraction of the on-source window that is covered by coincident data. The half-maximum gives a measure of the

distance reach of the instruments independent of their duty cycle.

These hrss values can be converted to limits on energy emission by assuming a speci�c angular emission pattern

of the source [35]. For simplicity, we assume isotropic emission, for which

EGW =
π2c3

G
D2f2

0h
2
rss . (5.9)

Here f0 is the peak frequency of the GW and D is the distance of the source. We use distances of 10.55Mpc for SN

2007gr and 8.40Mpc for SN 2011dh. Table 5.7 also lists the energy emission values at which the e�ciency reaches

half of its maximum value. If the total amount of energy emitted in GWs was larger than the numbers quoted in the

table, we would have had a greater than 50% chance of seeing a signal from the CCSN at the estimated distance,

provided coincident observation with the most sensitive detector network. Note, however, that the on-source window

did not have 100% coverage (see Section 5.4).

The most stringent constraints are a few percent of a mass-energy equivalent of a solar mass emitted in GWs at

235Hz, where the noise �oor is low. The 1304Hz results indicate that with this data set, we should not expect to

be able to detect extra-Galactic GWs at kHz frequencies, since the limits are less stringent, O(10) M�c2 or more.

The above results can be compared with the energy available in CCSNe, which are powered by the gravitational

energy released in core collapse. The total available energy is set by the binding energy of a typical 1.4M� neutron

star and is roughly 3 × 1053 erg, corresponding to ∼0.15M�c2 (e.g., [161]). The observation of neutrinos from

SN 1987A con�rmed that ∼99% of that energy is emitted in the form of neutrinos in proto-neutron star cooling

(e.g., [162]). The typical CCSN explosion kinetic energy is∼1051 erg (∼10−3M�c2). Considering these observational

constraints, the energy emitted in GWs is unlikely to exceed O(10−3)M�c2. Hence, the energy constraints obtained

by this search for SNe 2007gr and 2011dh are not astrophysically interesting.

5.6.3 Standard Candle Model Exclusion Con�dence

As we have seen, it is unlikely that we will have coincident science-quality data covering an entire multi-day on-

source window for any given CCSN. In the present analysis, the coverage of the on-source windows is approximately
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Table 5.7: Gravitational-wave energy emission constraints at half-maximum detection e�ciency for SN 2007gr and
SN 2011dh. These assume distances of 10.55Mpc for SN 2007gr and 8.40Mpc for SN 2011dh.

Waveform
SN 2007gr SN 2011dh

hrss [Hz−1/2] EGW [erg] EGW [M�c2] hrss [Hz−1/2] EGW [erg] EGW [M�c2]
SGel2 SG235Q9 5.4× 10−22 6.7×1052 0.038 9.1× 10−21 1.2×1055 6.8
SGlin2 SG235Q9 6.6× 10−22 1.0×1053 0.058 4.8× 10−20 3.4×1056 1.9×102

SGel2 SG1304Q9 2.1× 10−21 3.1×1055 17 2.2× 10−21 2.3×1055 13
SGlin2 SG1304Q9 2.5× 10−21 4.6×1055 26 n/a n/a n/a

93% for SN 2007gr and 37% for SN 2011dh. Considering that data-quality cuts typically remove another few

percent of livetime, we cannot expect to exclude even fairly strong GW emission at the 90% con�dence level for a

single CCSN. In simple terms, if we have a detection e�ciency equal to 90% then we can claim that the model is

wrong with 90% con�dence if we did not make a detection. It is important to point out though that when we use

loudest event e�ciencies which involve thresholds that no event was able to pass in the zero lag data. However, by

combining observations of multiple CCSNe, it is straightforward to exclude the simple model in which all CCSNe

produce identical GW signals; i.e., assuming standard-candle emission.

Consider a CCSN modelMSN which predicts a particular GW emission pattern during the CCSN event (e.g., one

of the waveforms considered in Section 5.5.3). In the case that no GW candidates are observed, we can constrain

that model using observations from multiple CCSN events at known distances di using the measured detection

e�ciencies εi(di) for each supernova (e.g., as in Figure 5.10). These εi(di) can be combined into an overall model

exclusion probability [163], Pexcl:

Pexcl = 1−
N∏

i=1

(1− εi(di)) (5.10)

It is also straightforward to marginalize over uncertainties in the di (as in Table 5.2) by the replacement

εi(di)→ εi ≡
∫ ∞

0

dd̄ πi(d̄)εi(d̄) (5.11)

where πi is our prior on the distance to CCSN i (e.g., a Gaussian).

In the light of the measured sensitivity ranges in Figures 5.10 and 5.11, it is clear that we cannot exclude any

of the considered models of GW emission for SN 2007gr and SN 2011dh with the current data. However, LIGO

and Virgo were upgraded to advanced con�gurations, with a �nal design sensitivity approximately a factor of ten

better than for the period 2005-2011 considered in this paper. It is therefore instructive to consider what model

exclusion statements the advanced detectors will be able to make using CCSNe similar to SN 2007gr and SN 2011dh.

The extrapolation of our results to Advanced LIGO / Advanced Virgo design sensitivity indicates that waveforms

predicted by multi-dimensional CCSN simulations will be individually detectable only to distances of O(10) kpc.

We therefore focus on the phenomenological waveform models of plausible but more extreme GW emission, where

we expect to reach sooner large standard candle model exclusion probabilities. Speci�cally, we analyze the rotating

bar and torus fragmentation scenarios (see also the discussion in [2]).

Figure 5.12 presents model exclusion con�dence plots for four of the phenomenological waveform models. These
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plots are based on the measured e�ciencies for SN 2007gr and SN 2011dh, but assume the detector noise spectra

have been lowered by a factor of A, so the search would be expected to have the same e�ciency for a particular

source at A-times the distance, and the number of CCSNe in the sample has been increased by a factor of p. For

example, A = 10 represents having a sensitivity 10 times better than the 2005�2011 data, which is realistic for

Advanced LIGO and Advanced Virgo, while p = 2 corresponds to having two CCSNe similar to SN 2007gr and two

similar to SN 2011dh. The curves correspond to the experimentally derived values based on the 2005-2011 data

set. It is worth stressing that the power of excluding models from this data set almost exclusively originates from

SN 2007gr, given the more sensitive interferometers available at the time of that supernova. For example, in the

bottom left panel of Fig. 5.12, the curves, when A is smaller than 9, depend almost exclusively on the contribution

of SN 2007gr. In this regard, the presented model exclusion probabilities will be reached with less than 2p CCSNe

if the sample contains more data sets comparable in coverage and sensitivity to the rescaled SN 2007gr data set

than a rescaled SN 2011dh data set. In summary, Fig. 5.12 shows that it is a reasonable expectation that extended

coincident observations with advanced-generation detectors will rule out extreme CCSN emission models.

5.6.4 Sensitivity Advantage of the Triggered Search

As noted in Section 5.1, targeted searches have the advantage over all-time all-sky searches that potential signal

candidates in the data streams have to arrive in a well-de�ned temporal on-source window and have to be consistent

with coming from the sky location of the source. Both constraints can signi�cantly reduce the noise background.

Here we assess the improved sensitivity of a triggered search by comparing our hrss sensitivities to linearly polarized

sine-Gaussian waveforms for SN 2007gr to those of an all-sky search of the same data.

The most straightforward way to compare two searches is to �x the FAR threshold and compare the hrss values

at 50% e�ciency. The S5/VSR1 all-sky all-time search [120] using cWB was run on 68.2 days of coincident

H1H2L1V1 data with thresholds to give a FAP of 0.1 or less in the frequency band up to 2000Hz. The livetime

for the cWB SN 2007gr analysis of the H1H2L1V1 network was 3.25 days, so a FAP of 0.1 corresponds to a FAR

of 3.56 × 10−7 Hz. Including calibration and Monte Carlo uncertainties, the hrss values at 50% e�ciency for this

FAR are 5.0× 10−22 Hz−1/2 at 235Hz and 2.2× 10−21 Hz−1/2 at 1304Hz. After adjusting for systematic di�erences

in the antenna responses and noise spectra1 between the S5/VSR1 all-sky search and the SN 2007gr search, the

e�ective all-sky hrss values are 7.0× 10−22 Hz−1/2 at 235Hz and 2.9× 10−21 Hz−1/2 at 1304Hz, approximately 30%

to 40% higher than the targeted search. Equivalently, the distance reach of our targeted search is larger than that

of the all-time all-sky search by 30% to 40% at this FAP.

Alternatively, we can compare the two searches without adjusting to a common FAR. After allowing for system-

atic di�erences in the antenna responses and noise spectra between the S5/VSR1 all-sky search and the SN 2007gr

search, we �nd that the hrss values at 50% e�ciency are identical (to within a few percent). However, the FAR of

the SN 2007gr search is lower by an order of magnitude: 1.8 × 10−9 Hz compared to 1.7 × 10−8 Hz for the all-sky

search. This is consistent with expectations for restricting from an all-sky search to a single sky-position search.

Furthermore, the FAP for a trigger produced by the SN 2007gr search will be smaller than that of a trigger from

the all-sky search at the same FAR because the SN 2007gr on-source window (3.5 days for cWB and X-Pipeline

combined) is a factor of 20 shorter than the all-sky window (68.2 days). So if we consider a surviving trigger that

1In particular, during the on-source window of SN 2007gr the noise spectral density for L1 was about 50 percent worse at low
frequencies than the average value during the whole of S5.
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Figure 5.12: Expected model exclusion probabilities for example waveforms as a function of amplitude sensitivity
rescaling, A, and supernova sample size rescaling, p, based on the SN 2007gr and SN 2011dh sample (e.g. p = 5
corresponds to 10 supernovae). The naming convention is described in Table 5.6. Currently none of the emission
models can be exluded, but for the advanced detectors with better sensitivity and more nearby CCSNe it is realistic
to expect to rule out some of the extreme emission models.

is just above threshold in the two searches, the SN 2007gr trigger will have an FAP a factor of approximately 200

lower than an all-sky trigger with the same hrss.

5.7 Summary and Discussion

We presented the results of the �rst LIGO-GEO-Virgo search for gravitational-wave (GW) transients in coin-

cidence with optically detected core-collapse supernovae (CCSNe) observed between 2007 and 2011. Two CCSNe,

SN 2007gr and SN 2011dh, satis�ed our criteria of proximity, well-constrained time of core collapse, and occurrence

during times of coincident high-sensitivity operation of at least two GW detectors. No statistically signi�cant GW

events were observed associated with either CCSN.

We quanti�ed the sensitivity of the search as a function of distance to the CCSNe using both representative
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waveforms from detailed multi-dimensional CCSN simulations and from semi-analytic phenomenological models of

plausible but extreme emission scenarios. The distances out to which we �nd signals detectable for SNe 2007gr

and 2011dh range from O(. 1) kpc for waveforms from detailed simulations to O(1)Mpc for the more extreme

phenomenological models. From the known distances of our two target supernovae, we estimated the minimum

energy in gravitational waves corresponding to our sensitivity limits using ad-hoc sine-Gaussian waveforms. These

range from O(0.1)M�c2 at low frequencies to & O(10)M�c2 above 1 kHz.

This �rst search for GWs from extragalactic CCSNe places the most stringent observational constraints to-date

on GW emission in core-collapse supernovae. A comparison of our search's sensitivity with the standard all-sky,

all-time search for generic GW bursts in the same GW detector data shows a 35%-40% improvement in distance

reach at �xed false alarm probability. This improvement comes from knowledge of the sky positions of the CCSNe

and approximate knowledge of the collapse times. It is, hence, clearly bene�cial to carry out targeted searches for

GWs from CCSNe.

The results of our search do not allow us to exclude astrophysically meaningful GW emission scenarios. We have

extrapolated our results to the sensitivity level expected for Advanced LIGO and Virgo. Considering the improved

detector sensitivity and assuming the analysis of multiple CCSNe, we �nd that at design sensitivity (c. 2019, [164])

this network will be able to constrain the extreme phenomenological emission models for extragalactic CCSNe

observed out to distances of ∼10Mpc. Detection of the most realistic GW signals predicted by multi-dimensional

CCSN simulations will require a Galactic event even at the design sensitivity of the Advanced detectors. These

are consistent with the results of the study in [2], which used data from iLIGO and Virgo recoloured to match the

advanced detector design sensitivities. We conclude thatthird-generation detectors with a sensitivity improvement

of a factor of 10 − 20 over the Advanced detectors may be needed to observe GWs from extragalactic CCSNe

occurring at a rate of 1− 2 per year within ∼10Mpc.



Chapter 6

Low Energy Neutrino Triggered Search

In this section I will present some of the results of the joint search of GW and Low Energy Neutrinos.

6.1 Introduction

Gravitational Waves are the only messengers that can probe the inner of a Core-Collapse Supernova. GW carry

primarily information about the multi-dimensional dynamics of the central engine while neutrinos carry information

about the theromdynamics information. Coincident detection with the next nearby supernova will bring unique

chance to increase our knowledge in astrophysics, nuclear and neutrino physics of a stellar collapse. Moreover, joint

search might reveal core collapses that will not be visible in opticla spectrum g for CCSN obscured by Galactic

dust, failed supernovae, BH formation, collapsars or exotic Quark Novae.

Common feature for these events is a large �ux of leaving neutrinos. Energy of a core-collapse is about 1− 5×
1053erg and 99% of this energy escapes with neutrinos. Majority of the neutrinos leave the collapsed core during

�rst 10s after the collapse.

We expect that only small number of netrinos are detected by neutrino detectors. This is a consequence of the

Poissonian statistics.

For a Galactic Supernova we expect a shower of neutrinos. In this analysis we focus on the subthreshold neutrino

events detected by neutrino detectors. These low statistics neutrino �uxes might come from distant supernovae

that we do not observe optically. These supernovae might be visible in the GW spectrum. Given that neutrino and

GW are emitted around very small time window, we might detect a coincidence between subthreshold neutrino and

GW events.

In this joing analysis we analyze archival data from LVD, Borexion and IceCube neutrino detectors, as well as

LIGO/Virgo data from Science Runs between 2005 and 2010.

6.1.1 Joint statistics

The background analysis based on shifting the data from one detector with respect to another (see section 4.5.1)

identi�es False Alarm Rate (FAR) for earch GW and neutrino trigger, FARGW and FARnu respectively. A joint

86
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FAR, FARjoint can be written as [165]:

FARjoint = FARGW × FARnu × 2× Tcoinc, (6.1)

where Tcoinc is a window of coincidence between GW and neutrino events. The neutrino emission in supernova lasts

around 10s so we choose Tcoinc = 10s.

We choose thresholds to be FAR < 1/day for LVD, Borexino and LIGO/Virgo detectors, FAR < 10/day for

IceCube detector. This gives joint FAR to be FARjoint < 1/(12years) for LVD/Borexino and LIGO/Virgo detectors

and FARjoint < 1/(1years) for IceCube and LIGO/Virgo detectors.

6.2 Neutrino detectors and neutrino triggers

Expected �ux of neutrinos:

Fν =
E

6〈Eν〉
1

4πD2
(6.2)

where E is an energy of explosion of a core collapse, 〈Eν〉 is an average energy of neutrinos, typically 10− 15MeV

and D is the distance to the source. Neutrinos interact weakly with matter. This allows them to go through the

Earth without scattering, but unfortunately it also means that they are not easily detectable. Larger detectors

have better chance of detecting neutrinos due to their volume. The largest neutrino detector is Super Kamiokandze

built in Kamioka mountain in Japan. For Super Kamiokandze we expect to detect O(10,000) for a Galactic event

at 10kpc and O(100) of neutrinos for a extragalactic CCSN at 100kpc.

In this search we analyze data from smaller neutrino detectors such as LVD and Borexino. We also analyze

data from IceCube that is primarily detector of high energy neutrinos, but it has also capabilities to detect low

energy neutrino �uxes from supernovae. The neutrino events are clusters of few low energy neutrinos staning above

background that happened within a 20s window.

LVD Large Volume Detector (LVD) is a neutrino detector based in San Grasso in Italy [166]. The detector

consistst of ∼ 1000 tons of liquid scintillator. It can detect both neutral current and charged current interactions.

Average neutrino energy threshold is 5MeV. During the search we used data from November 2005 through October

2007 and from July 2009 through October 2010;

Borexino Borexino [167] is a liquid scintillator neutrino detector that is viewed by photomultipliers (PMTs). It

is shielded by a water tank to protect from external radiation and tag cosmic muons. An event is obtained when

a selected number of PMTs detect at least one hit within a time window of typically 90ns. The detector is able to

reconstruct position of an event (based on triangulation) and its energy (based on the number of PMTs hits and/or

the charge). During the search we used data from December 2009 through October 2016;

IceCube IceCube neutrino observatory that looks for violent events in the Unievrse, like supernovae [168]. It is

a cubic-kilometer detector build in Antarctic ice, buried beneath the surface and reaching a depth of about 2.5 km.

During the search we used data from December 2009 through December 2014;
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6.3 GW triggers

In this search we analyzed LIGO/Virgo data from November 2005 through October 2007 and from July 2009

through October 2010. Total livetime is 462.59 days. Table 6.2 shows all analyzed periods and detector networks.

LIGO Science Run number 5 (S5) lasted 2 years and during the �rst year (S5Y1) only LIGO detectors were taking

Science data. During the second year (S5Y2) both LIGO and Virgo detectors were on-line. In order to maximize

time of this search we considered various networks of detectors and taking exclusive times. During S6 we analyzed

four periods, S6A, S6B and S6D periods using LIGO/Virgo data and S6C using only LIGO data.

6.3.1 Sky location reconstruction

In this search we consider potential supernovae that occured nearby and they are not visible optically. We will

search within a Galactic plane. For this purpose the reconstructed sky location of the GW triggers needs to be

located in the Galactic plane.

Figure 6.1 shows an example of galactic skymask in celestial coordinates. The area of the skymask is around

16%. We consider a network of L1, H1 and V1 detectors and the archival S5/S6 data. The right panel of �gure 6.1

shows that the distribution noise triggers is uniform over the sky. This gives potentially an advantage of removing

around 6× more triggers comparable to the all-sky search.

Figure 6.1: Left: Galactic Plane Skymask in celestial coordinates. This skymask area is around 16% of the total
sky area. Right: The distribution of reconstructed noise triggers for L1H1V1 network.

On the other side, we need to consider how well the cWB reconstructs the sky location. We add the SN

waveforms to the detector noise and estimate how well the sky location is reconstructed. We consider here the

L1H1V1 network of GW detectors during S6A-VSR1 period. Several realistic waveform morphologies were tested,

see table 6.1 for the list of waveforms. The left panel in �gure 6.2 shows how the error in reconstruction of sky

localization changes with the injected SNR. For the waveforms injectd with SNR=15 the error in the reconstructed

angle is 48.3 degrees.

Moreover the error increases when the signal is weaker. We notice that the error of the reconstructed angle is

larger than the width of the Galactic plane. This study was done with 3-detector network, we expect even worse
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result with 2-detector network. In this case the usage of a skymask will harm the detectability of SN waveforms

more than the bene�t of removing noise events. In the �nal results the galactic Skymask is not used.

Another item under consideration is the overall reconstruction of SNR. In this joint search we are considering

the subthreshold GW and neutrino triggers with low SNR. Right panel in �gure 6.2 shows how well the alorithm is

able to reconstruct the injected SNR. The reconstructed SNR agrees overall with the injected SNR. It is worth to

mention that the minimum detecable SNR is ∼ 10. In this study one of the issue is the reconstruction of very loud

injections with very low SNR. Potential cause is that the algorithm detect two very nearby events. Another issue

is the reconstruction of very weak injections. This might be caused by the fact that some waveforms are injected

at the time when a glitch occured and the glitch is reconstructed.

Figure 6.2: Reconstruction of SN waveforms studies with L1H1V1 network with S6A and VSR1 data. Left: Sky
localization error. Right: Comparison btween reconstructed and injected network SNR.

6.3.2 Visible distances

We performed a study of visible distance for di�erent SN models. The visible distance is de�ned as the distance

at 50% detection e�ciency level. Table 6.1 constains studied morphologies and shows the results. We consider the

realistic neutrino and magnetorotationally driven explosions as well two models of BH formation. For the most

realistic models, the visible distance does not exceed a distance of 1kpc, while for MHD driven explosions the visible

distance is of an order of few kpc. A similar range of few kpc is for the BH formation model. These visible distances

show that if we have Supernova in our Galaxy that we do not see optically, we might see a large �ux of neutrinos

while no GW would be detected. However, as metioned in the introduction to this search, various other scenarios

might happen that we need to be prepared for.
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Table 6.1: Visible distance study for various SN morphologies. Two data sets were used: S5Y1 (�rst year of S5
Science run, here 20 days of data were used) and S6A.

Explosion mechanism Waveform identi�er S5Y1, dist [kpc] S6A, dist [kpc]

Neutrino driven
explosions

yak1/yak2/yak3/yak4 0.57/0.76/0.88/1.17 0.33/0.53/0.56/0.77
ott1 0.58 0.37
mul1/mul2/mul3 0.17/NaN/NaN 0.20/0.13/0.12

MHD driven
explosions

sch1/sch2/sch3 0.06/3.31/3.45 0.08/6.58/7.13
dim1/dim2/dim3 1.04/1.40/1.97 NaN/1.99/2.58

BH Formation cer1/cer2 4.06/NaN 6.76/1.79

6.4 Search Results

Table 6.2 shows the number of GW triggers for the particular periods of S5 and S6 Science Runs. The total

number of analyzed GW events is 436.

Three neutrino and GW networks were analyzed and only one coincident event was found:

• LVD and LIGO/Virgo - no coincident event

• Borexino and LIGO/Virgo - no coincident event

• IceCube and LIGO/Virgo - one coincident event

This event is analyzed further.

Table 6.2: Triggers produced for the coincident search, FAR = 1/day.

Row Science Run Network Pediod Coincident data Nr of events
1 S5Y1 L1H1H2 Nov 4, 2006 - Nov, 14, 2007 140.82 days 131
2 S5Y2 L1H1H2V1 Nov 14, 2006 - Nov 08, 2007 62.21 days 71
3 S5Y2 L1H1H2 Nov 14, 2006 - Nov 08, 2007 111.40 days 111
4 S5Y2 V1H1H2 Nov 14, 2006 - Nov 08, 2007 12.10 days 11
5 S5Y2 L1H1V1 Nov 14, 2006 - Nov 08, 2007 2.54 days 4
6 S5Y2 H1H2 Nov 14, 2006 - Nov 08, 2007 30.81 days 5
7 S5Y2 L1H1 Nov 14, 2006 - Nov 08, 2007 3.67 days 3
8 S5Y2 L1H2 Nov 14, 2006 - Nov 08, 2007 1.75 days 1
9 S5Y2 L1V1 Nov 14, 2006 - Nov 08, 2007 3.98 days 3
10 S6A L1H1V1 2009, Jul 8 - Aug 30 9.35 days 9
11 S6B L1H1V1 2009, Sep 26 - 2010 Jan 8 14.04 days 10
12 S6C L1H1 2010 Jan 8 - Jun 26 47.44 days 52
13 S6D L1H1V1 2010 Aug 11 - Oct 19 22.48 days 25

6.4.1 Coincident event

During the search, none of the coincident events were found for LVD and LIGO/Virgo detectors, and Borexino

and LIGO/Virgo detectors. However, one coincident event was found for IceCube and LIGO/Virgo detectors. This

event was further analyzed and it is likely to be a coincident noise event.

The trigger was observed on October 6th, 2010 12:20:33 UTC by IceCube and 9s later in L1, H1 and V1

detectors, that is S6D Scienc run. It was found that:
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• FARGW = 1/day

• FARnu = 8/day

• FARjoint = 1/(2years)

False Alarm Probability (FAP) is 0.083 which is < 2σ. Given this, the event is very likely to be induced by coincident

noise events.

We considered also the properties of the GW trigger. Left panel of �gure 6.3 shows the spectrogram of this

event in Virgo detector and the right panel dopicts spectrogram in Livingston detector, while the bottom panel

shows the pixels that are used in the reconstruction. The event is reconstructed to be narrowband, 100Hz wide,

with peak frequency around 2kHz. In Virgo detector, the event is very well visible and it is wideband, 2000Hz

wide. Most of the energy comes Virgo detector that is the least sensitive. For true GW most of the energy should

appear in more sensitive detector. However it might be explained with antenna pattern - we do not know the true

sky location of the source if this is a real GW. It seems that disproportionality of energy between the signals in

the detectors can be explained by reasoning that there is a noise transient in Virgo detector that is coincident with

noises of two LIGO detectors

6.5 Future perspectives

In this joint search on archival data it was possible to �nd interesting astrophysically results, however it was

rather unlikely. Indeed, the �nal results con�rm this statement. This search allowed to develop base methodology

and test it against real data.

GW and neutrinos are the only probes of a stellar collapse and joint analysis might help in understanding the

explosion mechanism. Future search development will depend on de�ning a common parameter space between

GW and neutrino signals. For example, one of the physical parameters that might be probed is the evolution

of proto-neutron star radius. The GW peak frequency for the �rst second after collapse grows over time due to

decreasing size of the proto-neutron star. Pass one second after the collapse, the GW signal vanishes and for the

next 10s the proto-neutron star goes through a cooling phase emitting neutrinos. The neutrino energies depend on

the proto-neutron star that depends on the its size.
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(a) (b)

(c)

Figure 6.3: Properties of the GW trigger of the GW-neutrino coincident event. Left: Spectrogram of the event in
Virgo detector. Right: Spectrogram of the event in Livingston detector. Bottom: Scalogram of coherent likelihood
between L1, H1 and V1 detectors.
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Chapter 7

Prospects for the Searches

In this chapter we will present a current status of estimating the rate of CCSNe in the Local Universe and the

consequencies on the GW SN searches. This chapter is based on Gill K., Branchesi M., Zanolin M. and Szczepa«czyk

M. work in preparation Gravitational Wave Astronomy Prospectives for Core-Collapse Supernovae Populations.

A supernova in our Galaxy will be a very interesting event that hopefully will allow us to explore the dynamics

of exploding stars. Unfortunately the rate of CCSNe in our Galaxy is only around one per century, so it is also

imporant to understand how the cummulative CCNSe rate evolves with the distance from the Earth.

The study described here provides an updated intrinsic CCSN rate in the Local Universe within 20Mpc. This

distance is of interest for GW SN Searches, previous rate estimates show that within enclosed volume, we expect

few optical supernovae a year and that the GW detection range reaches these distances for some of the models.

Previous estimates[169, 170, 171, 172] focus on far supernovae while we are interested in the most nearby ones.

GWs can go through the matter practically without loosing energy while light can be scattered by a galactic dust.

This fact gives a motivation to study the intrinsic supernovae rate versus the observed one. Previous rate estimates

are have certain biases that we try to minimize. First part 7.1 contains brief overview of the methods estimating

the rate of CCSNe in the local universe and the challenges. The secont part 7.2 describes the consequences of the

estimated rate on the GW SN Searches.

7.1 SN Rate estimate

In the simplest approach to calculate the rate of CCSN, one needs to count the number of supernovae in a

given volume and then divide by time of observations. In practice, however, this estmation approach has biases.

There are several factors that can skew the estimates. The telescopes usually observe only part of the sky, the

observations has to be done during the night, the sky can be covered by clouds. Also, the supernovae might not

be visible, they can be obscured by the dust of the local galaxy or the supernova might be faint. All these factors

need to be considered carefully when doing the estimate of the rate.

It was found that the rate of supernovae depends on the galaxy type and its luminosity. A common general

approach to �nd the rate of CCSNe in a particular volume (volumetric rate) is to convert the rate of supernovae per

galaxy type using the galaxy luminosity density. The rate of each galaxy is multiplied by local galaxy luminosity

94



CHAPTER 7. PROSPECTS FOR THE SEARCHES 95

Figure 7.1: Cumulative CCSNe rate as a function of distance within 20 Mpc.

density according to the Hubble classi�cation.

The approach typically followed to convert CCSN rate per galaxy type to a volumetric CCSN rate use the local

galaxy luminosity density [173]. More precisely, the rates for galaxies of di�erent morphology are multiplied for the

local galaxy luminosity density of galaxies of di�erent Hubble types [174]. The present work evaluates the single

CCSN rate for a galaxy by galaxy case and obtains the volumetric rate as sum of each real local galaxy contribution

up to 20 Mpc. This approach gives a more precise cumulative rate as a function of distance, which takes into

account the spatial distribution of the local galaxies, also indicating the most likely location of the SN.

The nearby observed CCSNe rate comes from optical surveys carried out in the local universe over the past years.

One of the key di�culties in obtaining accurate rate estimates is due to the fact that SNe are rare events. Therefore

it is necessary to collect several years or decades of observations to reach a su�cient, robust statistic. Reference

studies of local SN rate estimates were conducted by [169, 170, 171] and [172]. Cappellaro et al. 1999 (C99) [172]

combined �ve surveys for a total number of 136 SN detections. More recently, the largest and most homogeneous

set of 726 nearby SNe to evaluate the rate was assembled by the Lick Observatory Supernova Search (LOSS) which

collected CCSNe detections over many years of surveys of galaxies within about 200 Mpc [175, 174, 176]. C99 and

L11 correct the observed rate for the major selection biases, such as the nuclear bias (it is more di�cult to discover

a SN in the bright central region of a galaxy than in its outskirts) and the galaxy inclination bias (SNe occurring in

the disk of inclined spirals appear on average fainter than those in face-on spirals because of the increased optical

depth through the dust layer). The SN rates are typically normalized to the blue light (B-band) luminosity of the

host galaxies and given for the di�erent galaxy morphological type.

The methodology to estimate the intrinsic CCSN rate up to 20 Mpc, includes the data used and the adopted

corrections for the methodology and observational biases (dust-obscuration in starburst galaxy, incompleteness of
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galaxy morphology info, galactic plane galaxy obscuration, hidden/faint and dark SNe).

In Figure 7.1 we present the estimate of the intrinsic cummulative core-collapse supernovae rate up to 20Mpc

from Earth, which is the largest distance of interest for the searches of their gravitational wave signals detectable

by ground-based detectors in the near future. It gives an accurate cumulative rate as a function of distance and

hint on the most probable host galaxies and regions of the sky where the GW signals of CCSNe can come from.

The blue band is derived using the Li CCSNe rate, while the red band is derived using the Cappellaro CCSNe rate

for di�erent galaxy morphologies. The black band represents the upper and lower limits of the cumulative rate

estimations. We evaluate a CCSN rate of 470.95+307.55
−123.16 and 657.91+120.59

−310.12 CCSNe per century within 20 Mpc using

C99 and L11 conversion factors respectively.

7.2 Consequences to SN GW searches

7.2.1 SN Rate and False Alarm Rate

Figure 7.2: hrss versus ρ conversion example for extreme emission models.

Figure 7.3 presents the comparison of an example of cummulative false alarm rate with respect to SNR for S5

data and rate of expected rate for a realistic SN model of emission. In order to estimate the expected rate versus

ρ, we assume linear dependence between ρ and hrss experimentally derived from cWB simulation, �gure 7.2. To

calculate the rate versus ρ we started from calculating hrss of the waveform at a particular distance and then

converting it into ρ.

Taking multiple sources within a volume of 20 Mpc with varying waveform morphologies, we rescale hrss ac-

cording to distance, convert distance to the appropriate ρ values based on realistic cWB simulations, and illustrate

the relationship between the FAR with respect to the CCSNe rate. The slope of the noise events distribution and

of the GW induced events appear to be di�erent in this example. What this means is that if future runs have

similar rate vs ρ distributions but lower average noise, the signal distribution would shift to the right that would

eventually dominate the large ρ population. However, if the noise has a non-gaussian tail with a �atter slope then

the signal would not change the overall shape of the loudest events population but could be still detectable with

the population techniques searches.



CHAPTER 7. PROSPECTS FOR THE SEARCHES 97

Figure 7.3: FAR versus cummulative rates comparison between a realistic GW background and realistic model of
emission.

7.2.2 Model Exclusion Probability

In this section, we explore the implications for the the standard candle-model exclusion probability introduced

in the iLIGO/Virgo CCSN search [17] in order to provide collective statements on a population of CCSNe triggers.

We use the loudest event detection e�ciencies for each of the individual CCSNe candidates in order compute the

statistical con�dence of successfully excluding an emission model [17].

Explicitly if the loudest event detection e�ciency, Pi, for the CCSN trigger, i, that was at a distance di, the

MEP becomes [17]:

MEP = 1−
N∏

i=1

(1− Pi(di)) (7.1)

Table 7.1 shows how the predicted MEP for a model with average 50% loudest event detection e�ciency changes

during when the observational time increases and further illustrates how predicted MEP e�ciency, realistically

ranging from 10%− 50%, changes for di�erent number of SN triggers.

Table 7.1: Given multiple events (4 CCSN/year), this table illustrates how much MEP con�dence is gained with
observational time.

Observing Number Pi(di)
Time of CCSNe 10% 20% 30% 40% 50%

6 months 2 CCSNe 19% 36% 51% 64% 75%
1 year 5 CCSNe 41% 67% 83% 92% 97%
5 years 7 CCSNe 52% 79% 92% 97% 99%
10 years 15 CCSNe 79% 97% 99% 99% 99%



Chapter 8

Optically Triggered Search with O1-O2

LIGO/Virgo data

We report on a search for GWs from Core Collapse supernovae (CCSNe) in the local universe (within roughly

20 megaparsecs) with the speci�c constrain to be compatible with the optical observation of a CCSN.

The sensitivity studies in �gure 5 of this paper represent the current detectability estimates for a number

of emission models. These estimates are conservative since the information from the likely coincident neutrino

detections (like the tight on-source window - tens of seconds or less) that would happen with a galactic CCSN

are not folded in this analysis. Also, the estimates do not account for the planned sensitivity improvements,

even if we comment on the expected perspectives for the detectability of a galactic SN with the design advenced

interferometer sensitivties. In general GW astronomy for CCSNe is a challenging �eld both because the in band

GW energy emission (see table V for a summary of the emission models used in this analysis) and for the rates that

become of the order of a few per year only when reaching the Virgo cluster (or about 20 Megaparsecs).

The optimization of the detection and parameter estimation alghorithms is a necessity regardless of the distance

of the CCSN, but the extraction of physical information has di�erent idiosyncrasies for a Galactic SN source

and multiple extragalactic SN scenarios. In this analysis we focus on optical CCSNe recorded during the �rst and

second LIGO observational runs as well as the �rst Virgo observational run at distances rougly up to 20 megaparsecs.

Similarly to [17], we derive standard candle model exclusion statements for a selection of waveforms which were

computed from �rst principle numerical simulations and that are representative of di�erent emission mechanisms

and progenitors. We also use phenomenologican waveforms representing possible but somehow extreme emission

models. Finally we also adopt had hoc sine Gaussians waveforms that can be used to quantify the emission in

speci�c time frequency regions and that allow us to derive upper limits on the emitted GW from a speci�c SN.
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Period Name
Discovery

Host galaxy D [Mpc] Type
Included

Time [UT] in Search?
ER8 SN 2015aq 2015/09/21.072 UGC 5015 22-26 IIP No
ER8 iPTF15eqv 2015/09/27.811 NGC 3430 23.5 IIb No
O1 ASASSN-15oz 2015/08/31 HIPASS J1919-33 30.8 II No
O1 SN 2015as 2015-11-15.778 UGC5460 17-20 II Yes
O1 PSN 2015-12-15.066 NGC5483 27 Ib No
O1 SN 2016B 2016-01-3.62 PGC 037392 22.7 IIP Yes
O1 SN 2016C 2016-01-03.836 NGC5247 22.2 IIP Yes
O1 SN 2016X 2016-01-19.487 UGC 08041 15.8 IIP Yes
O1 SN 2016adj 2016-02-08.563 NGC 5128 3.66 Ib No
O2 SN 2016iae 2016/11/07 NGC 1532 15.4 Ic No
ER10 SN 2016ija 2016/11/22.712 NGC 1532 15.4 II Yes
O2 AT 2016irh 2016-12-02.15 anonymous 3.12 unknown No
O2 SN 2017aym 2017-01-13.575 NGC 5690 24.5 IIP No
O2 SN 2017bzb 2017/03/07 NGC 7424 14 II No
O2 SN 2017eaw 2017/05/14.238 NGC 6946 5 II Yes
O2 SN 2017ein 2017/05/25 NGC 3938 12 Ic No
O2 SN 2017gkk 2017-08-31 NGC2748 21.9 IIb No

Table 8.1: ER8, O1, ER10 and O2 Optical SN candidates. Note: full name of PSN is PSN J14102342-4318437.

8.1 Preparation for the Search

8.1.1 Supernovae of Interest

Initial list

Several sources were used to search for optical SN candidates. First source is Astronomical Telegram (ATel [177])

that provides a quick information about various astronomical transients. Other sources include di�erent surveys

and databases of astronomical transients or con�rmed supernovae. Optical SN candidates were collected using the

following on-line catalogs: ASAS-SN [178], ASRAS [179], TNS [180], OSC [181], CBAT [182].

ATel alerts are open access, they can be subscribed. This quick information allows scheduling additional follow-

up observations for better estimation of the on-source window, type of SN transients, progenitor star, the distance

and others. For example, transient AT 2015Y was initially classi�ed as a possible supernova, but further observations

found otherwise. Before �nal classi�cation, two possibilities appeared, either it is a core-collapse at distance 13Mpc

or it is di�erent transient at much further distance. Since the transient was obscured by dust, it was not of an

interest for astronomers. However, given possible very close distance, additional observations were requested and

the transient was classi�ed not to be CCSN.

During the search for optical supernovae, several issues need to be managed like the speed of reaction, telescopes

time, observations depending on the type of telescope, distance measurements, lag in appearing candidate in catalog,

ambiguity of initial observations (type and distance), huge databases of transients, OSW might happen during the

run even if SN was discoverd during break,

Table 8.1 summarizes several events and optical SN candidates during ER8, O1, ER10 and O2. Their identi�-

cation comes with monitoring the Astronomical Telegrams for rapid udates about nearby CCSNe events. Only few

of them were included in the �nal list of SN Search GW candidates. Distances of some of the collected optical SNe
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Table 8.2: Core-collapse supernovae selected as triggers for the gravitational-wave search.

Identi�er Type Host Distance t1 − t2 ∆t Run Active Coincident
Galaxy [Mpc] [UTC] [days] Detectors Coverage

SN 2015as IIb UGC 5460 19.2 2015.11.14.77-16.23 1.47 O1 H1,L1 35.0%
SN 2016B IIP PGC 037392 19.1 2015.12.23.51-27.55 4.03 O1 H1,L1 36.1%
SN 2016C IIP NGC 5247 20.1 2015.12.21.55-21.97 0.42 O1 H1,L1 7.6%
SN 2016X IIP UGC 08041 15.2 2016.01.17.72-20.56 2.86 O1 H1,L1 15.5%
SN 2016ija II NGC 1532 20.0 2016.11.20.02-21.10 1.09 ER10 H1,L1 96.0%
SN 2017eaw IIP NGC 6946 6.7 2017.04.26.56-27.96 1.39 O2 H1,L1 48.3%
SN 2017gax Ib/c NGC 1672 19.7 2017.08.09.31-15.24 5.93 O2 H1,L1,V1 63.9%

exceeds the range of 20Mpc that was initially considered. This is mainly due to the fact that the initial optical

observations do not allow recognize the host galaxy or �nd the estimate the distance reliably. Speci�c cxamples of

problems are:

• SN 2015aq - this supernova was detected relativaly late and a follow-up observatins were requested. However,

the on-source window could not have been reliable calculated.

• iPTF15eqv and ASASSN-15oz - only one photometry point was available.

• SN 2016adj - only 11h (L1, Jan28/29, 2016) and 20h (H1, Feb7/8, 2016) of GW data were available.

• SN 2017aym - the event was classi�ed as a supernova Type IIP two months after its discovery.

• SN 2017bzb - DLT40 data observed roughly the peak of the light curve and only have it in the infrared band.

The OSW right without any other bands is 24 days long.

• SN 2017ein - the supernova exploded during the O2 commisioning break.

• SN 2017gkk - this supernova exploded shortly after O2.

Final list

The initial list of CCSN candidates comes from optical observations and the on-source window calculations that

follow the observational data. The next requirement is the availability of the GW data to perform a meaningful

analysis.

In the �nal list of optical CCSNe we used those that are at the distances smaller than 25Mpc. Table 8.2 presents

the list �nal list of of supernovae. Four of them happened during O1, two of them during O2 and one right before

O2, during the Engineering Run ER10. Majority of them are Type II supernovae originating usually from red giant

progenitor stars. For each of them the host galaxy was identi�ed. The distance is estimated either according to the

estimated distance to host galaxy or by using the observed lightcurve. Figure 8.1 shows the sky locations of each

supernova with comparison to the Milky Way Galaxy disc.
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SN 2015as This supernova type IIb was discovered on 2015-11-15 00:00:00 during O1. The host galaxy is

UGC 5460 at distance 19.2 Mpc away [37]. However, SN spectrum transition to SN Type Ib around 75 days after

explosion. The progenitor star is either a main sequence ∼ 15M� star or ∼ 20M� Wolf-Rayet star. Supernova

ejecta is estimated to be 1.1− 2.2M�.

SN 2016B This supernova was discovered on 2016-01-03 14:52:48 during O1 by ASAS-SN. The progenitor star

is a typicl red supergiant with radius 1000R�.

SN 2016C The supernova was found in NGC 5247 (∼ 20Mpc) on 2016-01-03 20:10:14. It was classi�ed as a

typical Type IIP explosion.
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Figure 8.1: Supernovae and their sky locations

SN 2016X This supernova Type IIP exploded in a spiral galaxy UGC 08041 (∼ 15Mpc). Optical observa-

tions [183] indicate that the progenitor star is a massive red supergiant with a initial mass larger than 19− 20M�

and radius 930± 70R�.

SN 2016ija This supernova Type II was discovered by DLT40 survay on 2016-11-22 17:05:16 during Engineering

Run 10 (ER10) right before O2. The explosion happened in NGC 1532 (∼ 20Mpc). The progenitor star was a

typical RSG star with a mass of 8− 17M�. The radius is estimated to be 30− 660M� [184].

SN 2017eaw This supernova Type II exploded in the nearby Universe in NGC 6946 galaxy which is estiamted

to be 6.7Mpc away. This is the closest supernova considered in the search. The analyses [185, 186] indicate that

the red supergiant is a progenitor star. The initial mass is ∼ 13M� and the radius is estimated to be 4000R�.

SN 2017gax This CCSN was found in NGC 1672 (∼ 20Mpc). This is the only non-standard supernova classi�ed

as Type Ib/c. It was discovered by DLT40 survay on 2017-08-14 17:05:16. Unfortunately little is known about the

progenitor star.
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8.1.2 Exploratory Results

Potential of the O1-O2 Dataset for Constraining the Extreme Emission Models

The following studies indicate that it is feasible to be able to constrain extereme emission models with O1-O2

data. As indicator of the scienti�c potential, a standard candle is used to choose the interest in producing standard

candle model exclusion probabilities because if a SN is too far away to be useful for a lb5, it is usually too far for

all the other emission models under consideration.

The studies were performed with the initial available information. The distances and on-source windows (OSWs)

for each supernova were identi�ed from the initial optical observation data. The durations of the on-source windows

(OSW) in table 8.3 are di�erent from the ones presented in table 8.2. The improvement in sensitivity between

iLIGO/Virgo data during SN 2007gr and O1 data is around ∼10 times at peak frequency of lb5 model (800Hz).

All results are derived at FAR=1.0e-6Hz.

Identi�er Galaxy Distance OSW Visible Distance MEP
[Mpc] Duration [Mpc] lb5 model

SN 2015aq 22.0 4 days 8.0 0.5%
SN 2015as 19.6 4 days 10.9 10-15%
MASTER 13 1 day 8.6 5%
SN 2016B 26 1 day 10.6 5%
SN 2016C 22.2 1 day 8.7 1%
AT 2016Y 13 2 days 11.3 43%
SN 2016X 22.2 2 days 8.7 1%

Table 8.3: Initial sensitivity studies for lb5 emission model. Note: full name of MASTER is MASTER OT
J124235.77-000444.0

Extreme Emission Models

The next step of the initial analysis is the study of the MEP for all extreme emission models (lb1-6 and piro1-4).

Table 8.4 presents predicted MEP statemenent. Two supernovae wre considered, SN 2016B and SN 2016X. The

analysis is performed on O1 data, and on rescaled O1 sensitivity to predicted O2 sensitivity. The False Alarm Rate

is assumed to be 1.0e-6Hz. Based on the results from table 8.4 we can conclude that the search might constrain at

least two estreme emission models.

Conclusions

The improvements are consistent across the supernovae in comparison to the initial search. These improvements

should allow to constrain the most extreme emission models. This gives motivation to investigate further the

potential of performing combined O1-O2 SN Search.
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Waveform MEP, SN2016B MEP, SN2016X
O1 O2 (rescaled) O1 O2 (rescaled)

lb1 0% 0% 0% 0%
lb2 0% 0% 0% 0%
lb3 0% 0% 0% 0%
lb4 0% 0% 0% 0%
lb5 1.5% 28% 0.5% 5.5%
lb6 0% 0% 0% 0%
piro1 0% 0% 0% 0%
piro2 0% 0.5% 0% 0%
piro3 0% 0% 0% 0%
piro4 4% 21% 4.5% 9.5%

Table 8.4: MEP for the extreme emission models.

8.2 Tuning

The following section describes the investigation for identifying an optimal tuning for the SN search. I started

from the default cWB tuning and I studied the impact of tuning of individual cWB parameters.

8.2.1 Choice of the search pipeline

Supernova Pipeline Network hrss@50%
FAR=1.0e-6 Hz FAP = 0.001

SN 2007gr cWB1G+X H1H2L1V1 - 3.16e-21
SN 2007gr cWB2G H1H2L1V1 1.89e-21 2.38e-21
SN 2016B cWB1G H1L1 2.47e-22 3.06e-22
SN 2016B cWB2G H1L1 1.85e-22 2.29e-22

Table 8.5: Comparison of performence between cWB1G, cWB2G and cWB+X on detectability of lb5 model. For
both, SN 2007gr and SN 2016B the performance of 2nd generation version of cWB2G is better than combined
results of cWB1G+X.

One of the initial decisions to be made before exploring the tuning is the choice of the search pipeline. We

considered the search pipelines used in the initial LIGO/Virgo search: �rst generation of cWB pipeline (cWB1G)

and X-pipeline (X). Then the results were compared with the performance of the second generation cWB pipeline

(cWB2G). The considered waveform is lb5. The analysis was performed for a SN in initial LIGO/Virgo data,

SN 2007gr, and for the O1-O2 data, SN 2016B. The table 8.5 presents the comparison results. Two thresholds were

used: FAR=1.0e-6 Hz and FAP = 0.001.

The table indicates that for SN 2007gr the search sensitivity of cWB2G alone is better than cWB1G+X for both

considered thresholds, around 30% improvement. A similar situation is isible for SN 2016B when the performance

of cWB2G is 30% better than cWB1G. The values of hrss were not calculated for cWB1G+X and FAR=1.0e-6Hz

because of technical issues at the time of performing the studies, while for FAP=0.001 the results were already

established. On-source window for SN 2007gr is 5.12 days and for SN 2016B a tentative 1 day of data was used

(optical observations were on-going during these studies). Given that the improvements are consistently of an order

of 30% it was decided to use only cWB2G as a search pipeline. The cWB2G is denoted later simply as cWB.
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8.2.2 Quantifying impact of the tuning parameters

This section presents exploratory studies to �nd an impact of tunig cWB paramenters individually on the search.

Black Pixel Probability

Black Pixel Probability (bpp) describes how many Time-Frequency pixels are used in the search for GW tran-

sients. More details cn be found in section 4.3.4.

Table 8.6 shows the results of applying di�erent values of bpp. The default value of bpp is 0.002. I tested larger

values (better sensitivity, more noise transients detected) and smaller values (worse sensitivity, less noise transients

detected). As it can be seen from the table, the improvement in sensitivity is not a monotonic funcion of the bpp

value - larger improvements can be obtained for both larger and smaller values of bpp.

Table 8.6: Tuning bpp.

bpp hrss@50% Improvement
0.001 1.72e-22 +4.4%
0.002 (default) 1.80e-22 -
0.005 2.08e-22 -15.6%
0.0001 1.74e-22 +3.3%

Acore

This parameter sets a threshold for selection of core pixels. See section 4.3.4 for more details.

Table 8.7 shows the obtained results of implying di�erent thresholds on Acore. The impact on the sensitivity

seems to be marginal.

Table 8.7: Tuning Acore.

Acore hrss@50% Improvement
2.0 1.72e-22 0.0%
1.7 (default) 1.72e-22 -
1.5 1.71e-22 +0.6%
1.2 1.71e-22 +0.6%
1.0 1.73e-22 -0.6%

Two-step denoising

In this study the TSD �lter was tested. The �lter at the time of doing this study was in the development stage.

More extensive studies are presented in section 12.7.

In this tunig study two extreme models were tested: lb4 (100ms long) and lb5 (1s long). Frequency band 16-

1024Hz and FAR=1.0e6, Table 8.8 shows the obtained results. The advantage of using the �lter seems to depend

on the duration of the waveforms.



CHAPTER 8. OPTICALLY TRIGGERED SEARCH WITH O1-O2 LIGO/VIRGO DATA 105

Table 8.8: Tuning using TSD

Waveform
hrss@50%

Improvement
cWB cWB+TSD

lb4 2.15e-22 1.57e-22 +27.0%
lb5 1.96e-22 2.11e-22 -7.6%

Regulators

The network constraints, or regulators, allow to remove events that are unlikely solutions of the Constrained

Likelihood analysis. Section 4.2.2 provides details of their usage.

Figure 8.2 shows the distribution of the background events and reconstructed injections in the parameter space

of the ellipticity e and sin2(γ). The Gamma regulator Γ is de�ned according to equation 4.54. From this plot one

can conclude that a threshold in Γ to remove majority of noise events can be set to 0.75.

Figure 8.2: Example of gamma regulator values for background (black) and injections (red). An optimal threshold
cut for the gamma is 0.75.

All-sky search constrains

One of the di�erences between all-sky searches and SN searches is the amount of data processed and consequently

computation. Assuming typical on-source window of a supenova to be 4 days, the amonut of data to process is only

3% of the whole O1 Science run (130 days). At the moment of these studies a hard-coded all-sky constrain was

applied in order to remove from the analysis very weak events.

Clustering One of the all-sky constraints discards events during the clustering stage when the clusters of energy

are too separated in the time-frequency plane.

Table 8.9 shows the results comparing results of the default cWB settings with the constraint applied and then

with the constrain removed. Removing the constraint initially has a negative impact on the sensitivity. It is because

many more weak noise events are detected increasing FAR. However, by applying the value of regulators from the

previous studies, the improvement becomes positive. Moreover, when we use information about the sky location of
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the supernova (Ring Skymask), then many more noise triggers are removed giving a �nal improvement in sensitivity

of around 10%.

Table 8.9: Tuning comparing applied (default) and removed all-sky search settings.

All-sky constraint γ regulator Skymask hrss@50% Improvement
Applied (cWB default) 0.0 No skymask 2.12e-22 -
Removed 0.0 No skymask 2.21e-22 -4.2%
Removed 0.75 No skymask 2.06e-22 +2.8%
Removed 0.75 Ring skymask 1.91e-22 +9.9%

Sky localization The estimation of the sky location is relatively heavy computationally. The netRHO (network

coherent SNR) and netCC (correlation coe�cient) parameters limit the computation of the sky locations.

Selection cuts with ρ vs cc

The �rst cWB statistics that were explored is the e�ective correlated SNR - rho0, rho1. and network correlation

coe�cient - cc0, cc1, cc2 cc3.

Figure 8.3: Example comparison between reconstructed background (black) versus injection (red) events parameters
ρ and cc.

Figure 8.3 shows examples of rho and cc distributions. It is visible that background events are less coherent

than injected SN events.

Table 8.10 shows results obtained when using di�erent cuts. The example cuts from the table were obtained

from comparing the bkg and sim distributions. The largest impact seems to be placed on using the correlation

coe�cients. The best improvement obtained 7.5%.

Blip glitches removal

One of the most problematic noise transients in aLIGO data are so called blip glitches. These glitches are very

loud and their origin is so far unknown. Figure 8.4 shows an example of a blip glitch. It is a very short narrowband,
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Table 8.10: Tuning of ρ and cc coe�cients at �xed FAR=1.0e-6Hz.

Selection cut hrss@50% Improvement
No cuts - default 2.12e-22 -
(cc0>0.65)&(cc2>0.5) 2.11e-22 +0.5%
(cc2>0.65)&(cc3>0.55) 2.09e-22 +1.4%
(cc1>0.73)&(cc2>0.65)&(cc3>0.55) 2.09e-22 +1.4%
(cc1>0.84)&(cc2>0.65)&(cc3>0.55) 1.96e-22 +7.5%
rho1>(-50*cc3+30) 2.11e-22 +0.5%
(cc1>0.84)&(cc2>0.65)&(cc3>0.55)&(rho1>(-50*cc3+30)) 1.96e-22 +7.5%
(cc1>0.84)&(cc2>0.80)&(cc3>0.70) 2.04e-22 +3.7%

usually low frequecy signal. These signals are relatively loud and create strong non-Gaussian tail in Fals Alarm

Rate plots.

The signature of blip glitches is distinctive from the other noise glitches and they can be removed by dividing

the search background into two exclusive bins:

• bin1 - bin polluted by blip glitches,

• bin2 - bin polluted by other types of glitches.

Figure 8.4: Example of blip glitch (image source [16].)

8.2.3 Application of Wavelet packets

Table 8.11 shows results of applying Wavelet Packets. More information about description of di�ernt Wavelet

Packets are in section 4.3.6. Several waveforms were used in the studies, both extreme (piro4 and lb5) as well

realistic (yak3). Both O1 real and O1 simulated Gaussian data were used for the studies. In all cases there is an

improvement in detectability. The larger improvement is visible when the study is applied to the real data. It

is caused by the fact that real data contain loud non-Gaussian noise transients that are not present in Gaussian
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data and it seems that Packets are e�cient not only with increasing sensitivity of the search, but also e�cient with

removing the noise transients.

Table 8.11: Tuning Wavelet Packets.

Waveform Data used Wavelet Packet
hrss@50%

Improvement
cWB cWB+WP

piro4 O1 data pattern=5 3.53e-22 2.38e-22 32%
lb5 O1 data pattern=5 1.53e-22 1.29e-22 15%
piro4 Simulated O1 data pattern=5 5.11e-22 5.04e-22 1%
piro4 Simulated O1 data pattern=1 5.11e-22 4.74e-22 7%
yak3 Simulated O1 data pattern=9 1.98e-21 1.71e-21 13%
yak3 Simulated O1 data pattern=5 1.98e-21 1.71e-21 9%

8.2.4 Using Information about SN Sky Location

In Optically Triggered Searches the sky location of supernovae is known. It gives an advantage over all-sky

searches when the location of the GW source is unknown. For the burst searches, the sky location for a GW

candidate is calculated from the triagulation.

Circular Skymask

The spatial resolution of GW detectors is not as accurate as the ones of optical telescopes. A simple application

of sky locaiton information is accepting triggers that are reconstruced in the are af the sky around the event. In

this case, we accept reconstructed triggers' sky locations in a circle around the sky location of a supernova. The

redius depends on the waveforms, the properties of the noise and others. A typical radius of the circle is 5deg or

10deg.

Ring Skymask

Overview In two detector case (H and L interferometers) GW causes a delay when passing between detectors.

However the true location of the source cannot be reconstructed because the delay can be produced by sources from

many locations situated symmetrically around the projection of a baseline between two detectors. Those locations

make a ring or a circle (circle without inside) on the sky.

The aperture of the ring (its width) to be tuned to maximize the e�ciency at �xed FAR. The location of the

supernova will be speci�ed by SNEWS alerts.

Choice of skymask coordinate system cWB pipeline uses two types of coordinate systems: Celestial and

Earth Coordinate Systems (tests of the simple skymasks in Earth coordinates are here). The skymasks used in

current searches uses �xed locations in either of those coordinates systems. The problem which arises with ring

skymask is that the ring changes the radius depending on the position of two detectors and supernova. Speci�cally:

Lets assume Celestial Coorinates. The SN source is �xed on the sky (and it is �xed point on the ring at any

time), but the HL baseline moves and its projection on the sky (the center of the circle) also moves. So the circle

changes its radius. Lets assume Earth Coordinates. The projection of HL baseline is �xed in that map (meaning

the center of the circle does not change). However the SN location in that coordinates moves causing changing the
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radius of the circle. I decided to use Earth Coordinate System, because the position of the point where HL baseline

is pointing is �xed for any SN source (I call that point pHL).

SN2007gr example ring skymask The example of SN2007gr ring sky mask is shown below. The script for this

example is produced by this script.

Figure 8.5: Ring Skymask

Double Ring Skymask

In case if the on-source windows overlap then two GW might be present in a given interval and we accept events

from the ovelaping regions of the sky then the loudest event statistics is no longer true. Two loudest events might

be the GWs. This situation was a case for the initial on-source window calculations of SN 2016B and SN 2016C.

• SN 2016B: discovered 2016-01-3.62, initial distanc estimare 22.7Mpc, (RA,DEC) = (11:55:4.245, +01:43:06.77)

• SN 2016C: discovered 2016-01-3.84, initial distanc estimare 22.2Mpc, (RA,DEC) = (13:38:05.30, +17:51:15.30)

Figure 8.6 illustrates two possibilities of ring skymasks behavior. There are periods when skymasks overlap. For

time step 0.5h of the skymask moving across the sky, skymasks cross each other twice, so the ring skymasks overlap

each other for 1h every day which is 4%.

Comparison of performance between di�erent skymasks

Table 8.12 presents comparison of performance of the search sensitivity when di�erent skymasks and no skymask

are applied. For this test two linearly polarized sine-Gaussians with Q=8.9 and peak frequency f0 = 235Hz (sg1)

and f0 = 1304Hz (sg2). The results are produced at the �xed FAR for each network.

For H1H2L1 detector network the usage of Circular and Ring Skymasks allows to detect signals that are two

times weaker comparable to the detectability without any skymask. This advantage applies for both sg1 and sg2.

For H1H2V1 detector network the advantage of using circular skymask gives is not signi�cant. The Ring Skymask

gives around 28% and 24% advantage for sg1 and sg2 respectively. For L1V1 network the advantage is not that

robust (up to ∼ 12% improvement). These results show consistent advantages of using the skymasks.
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Figure 8.6: Double Ring Skymask

Network cWB FAR [Hz]
No Skymask Circular skymask 4deg Ring Skymask 1deg

sg1 sg2 sg1 sg2 sg1 sg2
H1H2L1 cWB1G 3.0e-8 9.20e-22 4.22e-21 4.51e-22 2.04e-21 4.64e-22 2.11e-21
H1H2V1 cWB1G 1.1e-8 7.99e-22 2.90e-21 7.50e-22 2.60e-21 5.77e-22 2.20e-21
L1V1 cWB1G 1.0e-6 1.38e-21 3.72e-21 - - 1.14e-21 3.28e-21
L1V1 cWB2G 1.0e-6 1.44e-21 3.68e-21 - - 1.27e-21 3.38e-21

Table 8.12: Comparison between performance between di�erent skymasks

8.2.5 Exploring optimal search tuning

After exploring the impact of tuning cWB parameters individually and the impact of sky location information,

the next step is to explore an optimal search tuning in the overall multidimensional parameter space. SN 2016B,

L1H1 detector network and Yakunin 2015 et al waveforms are used to illustrate the tuning impact. The search

tuning runs are divided into two exclusive bins (polluted by blip glitches and polluted by other noise sources). All

results are presented at Inverse False Alarm Rate (IFAR) of 1 year (FAR≈ 3.17× 10−8Hz).

Table 8.13 shows the tuning results. The �rst raw shows a default optimal con�guration of cWB and the

di�erences in con�gurations are highlighted in bold. Overall, the improvements in detectable hrss, if appeared,

is rather marginal and is not consistent. Given that some extreme emission models have peak frequency above

1kHz, we are considering going to 2kHz. This change does not a�ect the waveforms detectability. As mentioned in

section 8.2.3, the wavelet packets allow to detect weaker signals. In this study the usage wavelet packets make the

detectability even worse (rows 3, 4, 5). The considered waveforms are broadband, so we tested Tgap = 256Hz, but

the detectability does not improve. The circular skymask destroys the sensitivity (row 7), and this skymask is not

considered later on. Interestingly, a minimal improvement comparable to the default con�guration is achieved by

using the ring skymask (row 1 and 8). Further usage of a wavelet packets do not make the search more sensitive

(row 9). The advantage of using ring skymask seems to be consistent (rows 10 and 11, 12 and 13, 14 and 15, 16

and 17, 18 and 19).

The next steps in tuning exploration is lowering the thresholds. We quantitied an impact of netRHO, bpp,

Acore and Fgap. Lowering bpp and Acore (rows 12-15) make the search sensitivity worse. The reason is a signi�cant

increase of detectd noise events. At the same time netRHO (rows 10,11) and Fgap (rows 17,18) do not damage the

sensitivity, but also they do not help. Finally, when all considered thresholds are lowered, they worsen the search
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Row WP fmax [Hz] netRHO
bpp/

Fgap [Hz] Skymask
hrss@50% (×10−22)

Acore yak1/yak2/yak3/yak4
1 10 1024 6.0 0.001/1.7 0 No skymask 6.86/4.96/5.46/4.74
2 10 2048 6.0 0.001/1.7 0 No skymask 6.89/5.10/5.68/4.80
3 5 1024 6.0 0.001/1.7 0 No skymask 7.75/5.81/7.08/5.22
4 9 1024 6.0 0.001/1.7 0 No skymask 7.55/5.68/8.02/5.41
5 1 1024 6.0 0.001/1.7 0 No skymask 7.08/5.35/5.89/5.05
6 10 1024 6.0 0.001/1.7 256 No skymask 6.95/4.98/5.44/4.75
7 10 1024 6.0 0.001/1.7 0 Circular 10deg - / - / - / -
8 10 1024 6.0 0.001/1.7 0 Ring 5deg 6.81/4.95/5.38/4.72
9 5 1024 6.0 0.001/1.7 0 Ring 5deg 7.75/5.80/7.10/5.22
10 10 2048 5.0 0.001/1.7 0 No skymask 6.89/5.10/5.68/4.80
11 10 2048 5.0 0.001/1.7 0 Ring 5deg 6.84/5.06/5.64/4.77
12 10 2048 6.0 0.002/1.7 0 No skymask 7.48/5.45/6.25/5.04
13 10 2048 6.0 0.002/1.7 0 Ring 5deg 7.48/5.41/6.31/5.01
14 10 2048 6.0 0.001/1.2 256 No skymask 7.31/5.61/6.21/5.28
15 10 2048 6.0 0.001/1.2 256 Ring 5deg 7.24/5.52/6.13/5.26
16 10 2048 6.0 0.001/1.7 256 No skymask 6.89/5.12/5.68/4.80
17 10 2048 6.0 0.001/1.7 256 Ring 5deg 6.84/5.08/5.64/4.77
18 10 2048 5.0 0.002/1.2 256 No skymask 8.22/6.13/7.02/5.63
19 10 2048 5.0 0.002/1.2 256 Ring 5deg 8.22/6.07/7.08/5.59

Table 8.13: Exploring optimal search tuning. The optimization for Set parameters: ∆/Γ = 0.5/-1.0, netCC=0.5,
Tgap=0s.

sensitivity even more.

For the future investigations, one should considered also exploring other parameters. Based on the obtained

results, the task of choosing an optimal SN search tuning is not trivial. The reason why the search sensitivity does

not improve with modifying the parameter values is partially due to the fact that the waveforms are not easily

detectable with low SNR. They are spread in time-frequency maps and collecting energy is di�cult. The events

need to be su�ciently strong (minimum SNR 20-30) to be well detectable.

8.2.6 Final Search Tuning

Parameters Choice

Between the SN search sensitivity studies and �nal choise of the search parameters, the cWB pipeline was under

developement and under review for other GW searches. Moreover, an advantage of sky location depends on the

sky location of the SN for a duration of the on-source window. The tuning should be then di�erent for di�erent

supernovae. The �nal on-source windows depend greatly on the optical observations that may take several months.

Taking all into account, the choice of the optimal parameter SN search tuning is based on the short duration (<1s)

low-frequency ([16-1024]Hz) all-sky search tuning. Examples of the parameter choice:

• Frequency range: [16,2048] Hz,

• pattern = 10,

• bpp/Acore = 0.001/1.7,
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• Tgap/Fgap = 0.2s / 128Hz,

• ∆/Γ = 0.5/-1.0,

• netRHO/netCC = 5.0, 0.5.

Selection Cuts

Similarily, the post-processing selection cuts are based on short duration low-frequency all-sky search tuning.

Some of the choice of the selection cuts:

• norm>2.5

• bin1 frequency cut: [32,1990]Hz

• bin1 frequency cut: [48,1990]Hz

• netcc[0]>0.8 and netcc[2]>0.8

The choice of the minimum and maximum frequency cut is related to the violin modes (arrowband signals) in

high and low frequencies. Figure 8.7 shows an example Amplitude Spectral Density for one day around SN 2016B.

Large noise is visible around 2kHz. This noise is removed with a high frequency cut of 1990Hz. This does not a�ect

the search sensitivity because the highest peak frequency of SN waveforms is 1600Hz.

Figure 8.7: Amplitude Spectral Density on December 26th, 2017 during SN 2016B on-source window.

8.3 Methodology

8.3.1 OSW calculations

The moment of core-collapse triggers the explosion of a star. Depending on the size of the progenitor star,

the ensuing shock propagates outwards for a period of seconds to days [187, 67]. When it reaches the surface, i.e
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shock breakout, a CCSN is visible on the sky. Because of the weather conditions, limited sky coverage, and many

other problems, astronomical surveys typically record CCSNe hours to months after shock breakout. The ability to

extrapolate backwards in time to the moment of core-collapse (and GW transient emission), depends primarily on

how quickly a CCSN is detected and the properties of its progenitor star.

In this search, similarly to Ref. [17], we use two methodologies for the calculation of the on-source window

(OSW). We apply an early observation method when a supernova is observed within a few days and the progenitor

star is known. When (a) the time of discovery is of an order of a week or more, (b) the distance to the host galaxy

is unknown, or (c) the type of progenitor star is unknown, we use an expanding photosphere method (EPM). We

represent an on-source window as a period [t1, t2], where t1 and t2 are the beginning and end times respectively.

In an early observation method, t2 is the time when a supernova is observed. To determine t1 , we need to take

into account the moment of the last observation of a host galaxy without a supernova present, tNull , and the shock

propagation travel time between moment of explosion and shock brakout, ∆tSB . We get that t1 = tNull − ∆tSB.

∆tSB depends mainly on the type of a progenitor star. Wolf-Rayet stars are stripped of helium and hydrogen and

they lead to type-Ib/c supernovae. Their radii are on the order of a few R� with a typical shock breakout times

ranging from a few seconds up to a minute [187]. Red supergiant stars have radii of 500-1000R� [64] and typical

∆tSB ranges from more then ten hours up to few days [67]. We calculated the OSW with an early observation

method for four supernovae: SN 2015as, SN 2016B, SN 2016X and SN 2017gax. For each of them we identi�ed

tNull and t2 based on the astronomical surveys. We calculated ∆tSB from information about their progenitor stars.

To account for uncertainties in the progenitor star information and to make sure that our OSW contains the GW

transient, we added additional time to ∆tSB (increased from 15 h to 24 h).

The expanding photosphere method is used in astronomy primarily to calculate distances to CCSNe, but we

employ it to estimate the time of a core-collapse [188]. We brie�y describe the method, but a detailed explanation

can be found in Refs. [189, 190, 191, 192, 193, 194]. When the shock breaks through a star's surface, it heats up

the outer layers and pushes them outwards. The hot ejected material (photosphere) expands and radiate in the

electromagnetic spectrum. Measuring the light allows us to estimate the angular size of the expanding photosphere.

As a consequence, we can extrapolate backward in time to the moment of an explosion and estimate t1 and t2.

SN 2017eaw was obseverd over a week after explosion and we used EPM to calculate the OSW. This supernova

triggered an interest (see e.g. Refs [185, 186]), and good follow-up observations allowed to constrain the OSW

su�ciently for the purposes of this search.

8.3.2 Detector Networks and coverage

In this paper we search for GW signals in a large frequency band, 16-2048Hz, without speci�c assumptions

about the signal morphology. This frequency band allows us to cover most of the main emission processes inside a

CCSN. We employ coherent WaveBurst (cWB) [195] as the search algorithm and it will described in the following

section. The pipeline produce candidates for GWs that we refer to as events or triggers.

As was mentioned earlier, each GW detector is constantly monitored with various sensors that allow us to

exclude poor data from the analysis. However, it is not possible to remove all sources of noise. GW interferometers

randomly produce coincident glitches that can be falsely identi�ed as GW transients. To estimate how often the

network of detectors produce such noise events we perform a background analysis, similarly to Ref [17] and references
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Figure 8.8: Noise amplitude spectral densities of the GW interferometers. For SN 2016B and SN 2017gax we chose
ten random periods inside of corresponding on-source windows. Each period was 10 minutes long. We calculated
the noise spectra for each and then took an average. Amplitude spectra for SN 2007gr is reproduced from Ref. [17].

therein, where the search pipeline arti�cially shifts the data in one detector with respect to the other. The typical

time shift is a multiple of one second, which is much longer than the GW travel time between di�erent detectors

(e.g. 10ms between H1 and L1). This allows us to estimate the False Alarm Rate (FAR) of the events that are

falsely recognized as GWs. We accumulated around a few years of background data for each supernova. We rank

triggers with an inverse FAR, IFAR=1/FAR. The signi�cance of each event is assessed by calculating its False

Alarm Probability (FAP ) [17]:

FAP = 1− exp (−Ton × FAR) (8.1)

where Ton = t2 − t1 is the duration of an on-source window (see Sec.8.3.1).

For each supernova, potential GW candidates are triggers obtained from the data that is not shifted in time. We

assume that the event with the largest IFAR is our GW candidate and refer to it as a loudest event. In order for the

loudest event to be considered as a GW detection candidate, the FAP must be su�ciently low. The signi�cance

level that we require for a loudest event to be considered a GW detection candidate is 3σ, which corresponds to a

FAP of approximately 2.7 × 10−3. If a loudest event for some supernova were to exceed the 3σ con�dence level,

we would then check to see if the recontructed morphology was consistent with the waveforms from the emission

models that could feasibly be detected at such a distance. If there is an agreement, then a team would be appointed

that reviews further consistency checks. Otherwise, we would discuss if such a team should be appointed.

We also determine how sensitive the pipeline is to particular waveform families. In this analysis cWB adds

(injects) supernova waveforms to the detector data inside the on-source window and performs an analysis searching

for the injected waveforms. The fraction of the injected waveforms that can be detected is the detection e�ciency.

The injection procedure is repeated with waveform amplitudes corresponding to di�erent source distances. In this

targeted search we know the sky locations of each supernova and the waveforms are injected accordingly. We accept
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Figure 8.9: Visual representation of the on-source window and detectors duty cycles for each SN candidate

every trigger that passes the selection cuts and has a signi�cance larger than the loudest event.

8.3.3 SN waveforms

In this paper, we consider two sets of multidimensional supernova explosion models, extreme emission models,

and ad hoc waveforms. Tables 8.14 and 8.15 list the waveforms selected for the search sensitivity studies. For all

of the waveforms included we provide the peak frequency, number of polarizations, and other quantities. For the

waveforms from multidimensional CCSN simulations and extreme emission models, we provide the emitted GW

energy, EGW, emitted during the explosion and the angle-averaged root-sum-squared GW strain, hrss, de�ned as:

hrss =

√∫ 〈
h2

+(t) + h2
×(t)

〉
Ω

dt . (8.2)

Waveforms from multidimensional CCSN simulations

The main mechanism behind a CCSN explosion is not yet fully understood. We describe brie�y the current

understanding of a possible explosion scenario. More extensive review can be found in Refs. [196, 197, 135, 198] and

in references therein. We divide the waveforms from multidimensional CCSN simulations into two sets according

to their explosion mechanisms. In the �rst set of waveforms from CCSN simulations we assume a neutrino-driven

explosion mechanism for non or slowly-rotating progenitor stars. We employ three waveforms families: Müller, Ott
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Table 8.14: Waveforms from detailed multidimensional CCSN simulations described in the text. For each waveform,
we give the emission type, journal reference, waveform identi�er, angle-averaged root-sum-squared strain hrss, the
frequency fpeak at which the GW energy spectrum peaks, the emitted GW energy EGW, and available polarizations.
See [2, 3] for details.

Waveform Waveform hrss fpeak EGW Polarizations
Family Identi�er [10−22@10 kpc] [Hz] [10−9M�c2]

Müller [33]
3D Convection and SASI

mul1-L15-3 1.655 150 3.741× 10−2 +, ×
mul2-N20-2 3.852 176 4.370× 10−2 +, ×
mul3-W15-4 1.093 204 3.247× 10−2 +, ×

Ott [140] 3D Convection and SASI ott1-s27fheat1p05 0.345 250 7.34× 10−1 +, ×

Yakunin [38]
2D Convection and SASI

yak1-B12-WH07 4.23 523 17.4 +
yak2-B15-WH07 19.4 503 41.0 +
yak3-B20-WH07 4.43 443 21.6 +
yak4-B25-WH07 24.7 512 77.4 +

Scheidegger [40]
Rotating Core-Collapse

sch1-R1E1CAL 0.093 399 1.04× 10−1 +, ×
sch2-R3E1ACL 6.27 527 2.14× 102 +, ×
sch3-R4E1FCL 6.67 630 3.42× 102 +, ×

Dimmelmeier [39]
Rotating Core-Collapse

dim1-s15A2O05ls 1.052 774 7.685 +
dim2-s15A2O09ls 1.803 753 27.873 +
dim3-s15A3O15ls 2.690 237 1.380 +

and Yakunin. The second set of waveforms, with simulations from the Scheidegger and Dimmelmeier groups, utilizes

the magnetohydrodynamically-driven (MHD-driven) explosion mechanism model for rapidly rotating progenitor

stars. We will discuss each waveform family later in this section.

In the neutrino-driven mechanism scenario the neutrino heating plays a crucial role leading up to an explosion.

The collapsing core launches an initial shock that propagates outward until it stalls. For a successful explosion, the

stalled shock must aquire su�cient energy to be revived. One method of acquisition comes from �uid instabilities

in the stellar core, which become relevant in boosting neutrino luminosities and are thus related to the deposition

of energy behind the shock. Another method takes place in the gain radius, just underneath the shock, where an

instability, referred to as neutrino-heating convection, develops in the material due to an entropy gradient [199,

200, 132, 38]. This might help lead to an explosion considering it aids in pushing the shock outward toward the

shallower regions of the gravitational potential. Hydrodynamic studies in quasi-stationary shock have also led

to shock reheating due to non-spherical perturbations. These give rise to a standing accretion shock instability

(SASI) [201]. This mechanism may indirectly help neutrino heating, and therefore the explosion. It also may be

responsible for the asymmetric nature of the explosion. Both of these convective and SASI processes result in

gravitational-wave emissions. During the prompt convection, in the initial stages post bounce, GWs are emitted

in the frequency range from 100-300Hz, while at later times, GWs up to 1000Hz are expected. Frequency ranges

above 1000Hz are noted to have a more turbulent component. A typical duration for an explosion is of an order of

0.5-1 s [202, 196, 203].

If the rotation of a progenitor star is very rapid, however, then this rotation has a dominant role in creating the

MHD-driven explosion. The tremendous rotation magni�es a seed magnetic �eld that was present in an iron core.

After its collapse, the magnetic �eld pushes the material along the rotational axis leading to an explosion. Note

that it is estimated that nearly all [204, 205] CCSN explosions come from slowly rotating progenitor stars.
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Table 8.15: Waveforms from phenomenological and ad hoc emission models described in the text. For each waveform,
we give the emission type, journal reference, waveform identi�er, angle-averaged root-sum-squared strain hrss, the
frequency fpeak at which the GW energy spectrum peaks, the emitted GW energy EGW, and available polarizations.
See [2, 3] for details. As sine-Gaussian waveforms are ad hoc, they can be rescaled arbitrarily and do not have a
de�ned physical distance or EGW value.

Emission Waveform hrss fpeak EGW Polarizations
Type Identi�er [10−20@10 kpc] [Hz] [M�c2]

Long-lasting
Bar Mode [153]

lb1-M0.2L60R10f400t100 1.480 800 2.984× 10−4 +,×
lb2-M0.2L60R10f400t1000 4.682 800 2.979× 10−3 +,×
lb3-M0.2L60R10f800t100 5.920 1600 1.902× 10−2 +,×
lb4-M1.0L60R10f400t100 7.398 800 7.459× 10−3 +,×
lb5-M1.0L60R10f400t1000 23.411 800 7.448× 10−2 +,×
lb6-M1.0L60R10f800t25 14.777 1601 1.184× 10−1 +,×

Torus Fragmentation
Instability [41]

piro1-M5.0η0.3 2.550 2035 6.773× 10−4 +,×
piro2-M5.0η0.6 9.936 1987 1.027× 10−2 +,×
piro3-M10.0η0.3 7.208 2033 4.988× 10−3 +,×
piro4-M10.0η0.6 28.084 2041 7.450× 10−2 +,×

sine-Gaussian [156]

sg1-235HzQ8d9linear � 235 � +
sg2-1304HzQ8d9linear � 1304 � +
sg3-235HzQ8d9elliptical � 235 � +,×
sg4-1304HzQ8d9elliptical � 1304 � +,×

Müller et al [33] performed 3D simulations with a zero age main sequence (ZAMS) mass progenitor star of 15M�

(L15-3 and W15-4), and a 20M� (N20-2) ZAMS, which we also refer to as mul1, mul2 and mul3 respectively. The

simulations are three-dimensional and thus result in two polarizations. The main contribution to the GW signal is

the convective movement of matter leading to low frequency GW emission. The infalling matter does not reach the

newly formed protoneutron star, which results in the lack of a high frequency component in the GW signal.

Ott et al [140] produced 3D simulation with a 27M� ZAMS progenitor star (ott1 waveform). The explosion

becomes aspherical due to a strong convective motion of matter. SASI motion is small. This model employs rotation

and an initial strong burst of GWs appears at the beginning of the explosion.

Yakunin et al [38] delivers waveforms from four 2D simulations (providing only one polarization state) corre-

sponding to 12M�, 15M�, 20M�, 25M� ZAMS progenitor stars. We denote them as yak1, yak2, yak3 and yak4

respectively. These waveforms capture several stages of the explosion. They show both low (SASI/convection) and

high (g-mode) frequency components in their signals. Due to axisymmetry, the strain grows arti�cially over time,

resulting in higher GW amplitudes than the 3D neutrino driven models.

Scheidegger et al [40] considers e�ects on the GW signature due to the equation of state, the initial rotation

rate, and the magnetic �elds. From an extensive set of waveforms, we extract three models, R1E1CAL, R3E1ACL,

and R4E1FCL, which we refer to as sch1, sch2, and sch3, respectively. All of these models are derived from the

explosion of a 15M� ZAMS progenitor star. The models are three dimensional and produce two GW polarization

states. The degree of rotation varies between the models; model R1E1CAL has no rotation, which results in much

lower GW energy in comparison to the rotating R3E1ACL and R4E1FCL models.

Dimmelmeier et al [39] performed 2D simulation (providing linearly polarized waveforms) with a 15M� ZAMS

progenitor star. The waveforms contain very strong GW emission originating from the core-collapse and bounce
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that lasts less than 20ms. The tremendous rotation suppresses the post-bounce convective motion, which in turn,

diminishes the GW emission. We employ three waveforms with various degrees of rotation from moderate to rapid

(dim1-dim3).

Extreme emission models

Along with the more realistic simulated CCSN explosions, we also consider two extreme scenarios: the Long-

Lasting Bar Mode [153], and the Torus Fragmentation Instability [41]. The same extreme models were used in

Ref. [17]. The GW emission predicted by the extreme emission models is very unlikely to occur, but plausible [206].

In the �rst scenario, a very rapidly rotating progenitor star induces a bar mode instability. This leads to

high amplitude GWs that depend on the properties of the rotating bars. In this model, we use the following

parameterization: the mass deviatiation from spherical symmetry M = {0.2, 1.0}M�, the radius r = 10 km and

length L = 60 km of the bar, the spin frequency f = {400, 800}Hz along the direction perpendicular to the bar,

and the duration t = {25, 100, 1000}ms of the deformation. We consider six waveforms, denoted as lb1-lb6 (see

Table 8.15 for more details).

In the second scenario, Piro and Pha� [41] predict the formation of a central black hole of mass M and a thick

accretion torus with a self-gravitating fragment. This model also predicts strong GW emission that depends on

the mass of the central black hole M = {5, 10}M� and properties of the disk. The torus thickness is de�ned as

η = H/r, where H is the disk scale height (�xed at 0.2), and r is the local radius. We assume η = {0.3, 0.6}. We

employ four waveforms, piro1-piro4 (see Table 8.15 for more details).

Ad-hoc waveforms

Following Ref. [17], we employ ad hoc waveforms to establish time-frequency upper limits on the emitted GW en-

ergy. We use sine-Gaussian signals with a �xed central frequency f0 = {235, 1304}Hz and duration τ = Q/(
√

2πf0)

where Q = 8.9 is the quality factor. In our analysis, we use four ad hoc waveforms denoted as sg1-sg4 that are

linearly and elliptically polarized, see Table 8.15. These ad hoc waveforms represent low and high frequency GW

emission.

8.3.4 Systematic uncertainties

Our e�ciency estimates are subject to a number of uncertainties. The most important of these are calibration

uncertainties in the strain data recorded at each detector, and Poisson uncertainties due to the use of a �nite number

of injections (Monte Carlo uncertainties). Similarly to Ref. [17], we account for each of these uncertainties in the

sensitivities reported in this paper.

We account for Poisson uncertainties from the �nite number of injections using the Bayesian technique described

in [207]. Speci�cally, given the total number of injections performed at some amplitude and the number detected,

we compute the 90% credible lower bound on the e�ciency assuming a uniform prior on [0, 1] for the e�ciency. All

e�ciency curves reported in this paper are therefore actually 90% con�dence level lower bounds on the e�ciency.

Calibration uncertainties are handled by rescaling the quoted hrss and distance values following the method

in [208]. The dominant e�ect is from the uncertainties in the amplitude calibration; these vary between a few

percent at lower frequencies to 10% at higher frequencies in both L1 and H1. For this analysis, uncertainties are
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conservatively set to 10% for H1 and L1 at the times of the �ve CCSNe studied [209, 210, 211]. The individual

detector amplitude uncertainties are combined into a single uncertainty by calculating a combined root-sum-square

signal-to-noise ratio and propagating the individual uncertainties, where we assume the errors for H1 and L1 are

independent according to [212](the signal-to-noise ratio is used as a proxy for the loudness measures that the two

pipelines use for ranking events).

This combination depends upon the relative sensitivity of each detector, which is a function of frequency, so

we compute the total uncertainty at a range of frequencies across our analysis band for each CCSN and select the

largest result, 7.1%, as a conservative estimate of the total 1-σ uncertainty. This 1-σ uncertainty is then scaled by

a factor of 1.28 (to 9.1%) to obtain the factor by which our amplitude must be rescaled in order to obtain values

consistent with a 90% con�dence level upper limit. For the rescaling of the distance limits the reciprocal of the

amplitude error correction factor is applied.

8.4 Search Results

8.4.1 Loudest events

This section will be �lled with results after they are aproved

8.4.2 Detection e�ciency vs. distance

This section will be �lled with results after they are aproved

8.4.3 Constraints on Energy Emission

This section will be �lled with results after they are aproved

8.4.4 Model Exclusion Statements for Extreme Emission Models

This section will be �lled with results after they are aproved

8.4.5 Minimum Detectable SNR

The e�ciency of detecting GW signals depends mainly on their energies, but it also depends on their moropholo-

gies. It is easier to detect signals that are short and narrowband than long and wideband ones. When the energy

is spread over a large area of time-frequency map then it is di�cult to create clusters of pixels. I investigate how

the detection changes with the injected SNR for di�erent SN waveforms morphologies. The results are produced

for SN 2016B. As a minimum detectable SNR for particular waveforms I refer as a SNR at 50% detection e�ciency.

All results are estimated at �xed FAR=1/year.

Figure 8.10 shows the detection e�ciency versus injected SNR for few GW emission models and table 8.16 gives

a more detailed information on detectable SNR at 10%, 50% and 90% detection e�ciencies. The easiest detectable

waveforms are the long-bar waveforms from extremely rotating progenitor stars. These waveforms are narrowband
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and very compact in time-frequency map. The Scheiddegger et al 2010 waveforms from rapidly rotating progenitor

star models require larger SNR to be detectable. The e�ciency for these waveforms increases with SNR, but does

not �atten until SNR of 40. The less detectable waveforms are the Dimmelmeier et al 2008 waveforms and waveforms

for neutrino driven explosions. The signals are more complex, they are non-deterministic. Their energies spread in

time-frequency maps and they may have "island" of energy in these maps that are separated in time and frequency

(e.g. strong funnels of material onto proto-neutron star in di�erent moments of time). The least detectable GWs

are Yakunin et al 2010 waveforms for non-rotating progenitor stars, they are relatively long and broadband. A lot

of energy for these waveforms represented in time-frequency maps is comparable to the level of the detector noise

and the energy is not spread uniformly. The detectable SNR for these waveforms is around 30.s
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Figure 8.10: Comparison of detection e�ciency versus SNR between few waveforms used in the search. The SNR
at 50% detection e�ciency is written in the brackets.

8.5 Interesting noise events during O1-O2

This section describes other studies that I have done during O1-O2 Observational Runs. The main GW sources

that are currently detectable are the binary sources. GW from CCSNe are not likely to be detectable with the

current interferometer sensitivities. However, during the observations we need to be prepared for variety of scenarios

that theoretically we are unable to predict. For example, one scenario is the detection of GW without the detection

of neutrino �uxes and when the supernova is invisible optically.

In sections 8.5.1 and 8.5.2 I will describe GraceDB interferometers noise events that triggered attention during

course of the O1-O2 Science Runs.
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Waveform
SNR at Detection E�ciency
10% 50% 90%

mul1 10.8 14.7 NaN
mul2 11.7 17.5 NaN
mul3 11.9 18.0 NaN
ott1 12.1 17.1 NaN
yak1 16.9 NaN NaN
yak2 19.4 NaN NaN
yak3 16.9 31.0 NaN
yak4 17.0 36.0 NaN
sch1 10.6 15.1 NaN
sch2 11.1 14.3 NaN
sch3 10.1 12.5 NaN
dim1 11.4 15.8 NaN
dim2 10.8 15.3 NaN
dim3 9.3 12.2 NaN
piro1 15.1 18.1 NaN
piro2 11.4 14.0 NaN
piro3 NaN NaN NaN
piro4 12.4 16.0 NaN
lb1 8.9 10.4 14.4
lb2 8.7 10.3 14.8
lb3 8.7 10.2 13.9
lb4 8.8 10.2 13.8
lb5 8.8 10.2 13.6
lb6 9.2 10.6 14.8
sg1 9.2 12.1 NaN
sg2 9.6 12.7 NaN
sg3 9.0 10.5 14.6
sg4 9.4 11.1 18.6

Table 8.16: SNR that is detectable at certain detection e�ciency for SN 2016B with �xed FAR = 1/year. "NaN"
means that the detection e�ciency was not achieved.

8.5.1 G270580

During the course of O1 a GraceDB (system collecting GW candidates from on-line searches) event triggered

attention for a potential detection of GW from CCSN. An event with a number G270580 was detected on Jan 20,

2017 12:30:59 UTC. The signi�cance of this event is relatively high, FAR = 1.573e-07 Hz (4.96 per year), and it

triggered attention of GW community. The left panel of �gure 8.12 shows the CED reconstruction of the trigger

from on-line analysis. The reconstructed waveforms of this event does not look like a signal from a binary system

and the distance cannot be estimated. A question was raised if this might be a signature from a CCSN.

I did the analysis with estimating visile distances for various SN waveforms with O1 data. I have gathered some

of my O1 simulations (FAR=1.0e-6Hz) and I plotted corresponding e�ciency vs distance curves for:

• Extreme emission: rotbar

• Magnetorotational driven explosion: Scheiddegger 2013

• Neutrino driven explosion: Ott 2013, Yakunin 2015
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Figure 8.11: Minimum detectable SNR for detecting neutrino driven waveforms.

Right panel in �gure 8.12 shows that currently for neutrino driven waveforms (Yakunin and Ott) the distances

are few kpc, for magnetorotational driven waveforms (Scheidegger) it is few tens of kpc and �nally for extreme

emission models: few Mpc.

For a nearby SN we expect a large number of neutrinos, O(100) at 100kpc. There was no SNEWS alert during,

so if the event is a SN then only some extreme emission could have produced such an event at distances, to be

safe, >1Mpc. If an event was far BH formation and no nu nor EM counterpart present then also only extreme

emission models should be considered. A SN with extreme GW emission could be very interesting, but it is rather

not realistic.

8.5.2 G274296

Another interesting GraceDB event from the on-line searches happened on Feb 17, 2017 06:05:53 UTC and it

was assigned a number G274296. The signi�cance of this event from on-line analysis if FAR = 1.698e-07 Hz (5.36

per year). This trigger also triggered a lot of attention in GW Community.

Panels in �gure 8.13 show the reconstructed time series of the event in initial cWB and BW analysis. The

reconstructed initial part of this event looks like a GW from The signature of this event looks like GW from a

rapidly rotating CCSN assuming optimal equatorial orientation. This signature was reconstructed both in cWB

and BW. Additionally BW reconstructed a second part of the trigger that can be explained assuming strong SASI

activity or low-T/|W| instability. A question was raised if it is possible that this event is a real GW from CCSN.

To answer this question, few considerations on possible neutrino �uxes and optical observations were performed.

We expect O(100) of neutrinos for CCSN at 100kpc, see section 8.5.1. No neutrino �ux was observed around the

time of this event. No nearby CCSN was observed optically as well. Galactic dust, for example, might cause lack

of optical observations. A situation when a very strong asymmetry during a very rapid core collapse and very

unfavorable emission of neutrino might support hypothesis that the event is true GW.
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Figure 8.12: G270580 GraveDB event. Left: cWB online, Right: visible distances with O1 data.

Figure 8.13: G274296 GraceDB event. Left: cWB online, Right: BW preliminary resutls.

Few additional studies were done. Based on SMEE analysis, the signature of the event is consistent with rapidly

rotating supernova. However at the same time several glitch types (e.g. blip glitches) are detectable by SMEE

as rapidly rotating waveforms.Finally, Q-scans reveal that the most likely this event is formed by coincident blip

glitches.



Chapter 9

Detection perspectives with design

sensitivities

9.1 Detectability of neutrino driven waveforms
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Figure 9.1: aLIGO and C15 waveform at 10kpc.

Data analysis for short GW transients is a well established �eld of research for compact binary systems (CBC, see

e.g. [213, 214]). For CBC GW sources, the evolution of the system for the initial part of the signal (inspiral phase)

is dominated by gravity and the equations can be solved with a very high degree of accuracy. Furthermore, the

waveforms are deterministic in nature for the whole evolution of the source. The detection and parameter estimation

approach for this scenario is matched �ltering. GWs from CCSNe have a very di�erent nature since most features

are stochastic and the modeling presents several computational challenges. In this situation the default detection

apporach is to use what people call, excess power methods. In these methods, measures of the unusual amount of

energy that happen in a temporal and frequency consistent fashion between di�erent interferometers are employed

124
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to identify interesting candidates. In order to test detectability of the current model, the coherent WaveBurst

(cWB) [195] is used.
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Figure 9.2: Detection e�ciency of C15-3D waveform as a function of distance. The signi�cance levels of 3σ and
5σ is calculated based on the background analysis with Gaussian noise recolored to the designed sensitivities of two
Advance LIGO detectors and Advance Virgo detector. The 50% detection e�ciency is written in the brackets and
the distance of the galactic center is introduced with the vertical bar.

In the following analysis, one day of Gaussian noise was adjusted to the designed sensitivities of Advance LIGO

detectors in Hanford and Livingston, and the Advance Virgo detector. We also chose the frequency range of

the analysis to be 16 − 2048 Hz that covers the low frequency (SASI, convection) and high frequency (g-mode)

components of the C15-3D waveform. We performed two types of analyses: estimation of the background and

sensitivity studies. The estimation of the background is realized by arti�cially shifting the data from one detector

with respect to the other (see [17]), and if the temporal shift is longer than the maximum time of �ight of the GW

between two detectors, the reconstructed events cannot be of astrophysical origin. With this study we estimated

the false alarm probability that random �uctuations of the data create triggers that could be confused with GWs.

We chose signi�cance level of 3σ and 5σ. We also assumed the presence of a galactic SN whose emitted neutrinos

allow us to restrict the window of interest for the presence of a GW esmission to be 10 s.

In the second stage of the analysis we evaluate the sensitivity of the algorithm in detecting the C15-3D model as a

function of distance. In this study, the waveform is added in random instances of the detector noise with amplitudes

corresponding to the distance of potential supernovae (we call these injections). We use cWB with excess power

tuning plus internal checks on the consistency of the reconstructed waveforms among di�erent interferometers. We

then calculate detection e�ciency curves, which represent the fraction of detected CCSNe injections as a function of

the distance. Figure 9.2 shows how the detection e�ciency changes with respect to the distance at given con�dence

level. Based on this analysis the 50% detection e�ciency for 3σ and 5σ con�dence corresponds to 20.5 kpc and 16.9

kpc respectively, which is about two times the distance to the center of Milky Way. An important observation is that

the sensitivity does not go up to 100%. This is caused mainly by the fact that the network of GW interferometers

are not sensitive in some parts of the sky, making even nearby galactic GWs undetectable. This analysis shows

that a reliable detectability of the galactic, C15-3D SN waveforms, corresponds to the Gaussian components of the
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Figure 9.3: SNR of the detected events as a function of distance assuming uniform spatial distribution in the sky
and accepting detections above 3σ con�dence. The maximum detectable distance that can be reached is around 50
kpc.

noise, assuming it dominates the background statistics. In the future e�orts, we will repeat the study for real noise

with non-Gaussian transients and, equally important, we will modify the algorithm to preferentionally select events

presenting the deterministic features expected in these CCSNe GWs. Such analysis will also be informative for

planning future designs of the laser interferometers.

Figure 9.3 depicts how the signal-to-noise ratio (SNR) of the detected triggers changes as a function of the

distance. In this study we injected the C15-3D model, assuming uniform spatial distribution in the sky, at the

distance range 5− 60 kpc. We accepted detected events that are above 3σ con�dence. From the plot it can be seen

that, for this model, the maximum distance that can be reached is around 50 kpc.



Chapter 10

Galactic Supernova

The next Galactic Supernova will be one of the most important astronomical events of in our century. The event

will trigger large attention in scienti�c community accross di�erent �elds and in the public. A nearby supernova

will allow to bring new understanding about centers and dynamics of exploding stars. Di�erent messengers will

carry di�erent information about the stars (see section 3).

Last Core-Collapse Supernova was visible around four centuries ago. Since that time the optical telescopes,

neutrino detectors and GW obseratories were invented. Several studies were conducted that include proposed

strategies for observing Galactic supernova [ref,ref]. Most of these plans are related to observation in electromagnetic

and neutrino spectra. The observation of GW from CCSN faces a lot of challenges. The plans of detecting GW

from CCSN have not reached such a degree of sophistication as for the electromagnetic and neutrino messengers.

In section 10.1 I will present the current LVC plan for searching for GW triggered by SNEWS alert. In section 10.2

I will describe potential content of a detection paper. In section 10.3 I will talk about possible more extensive studies

after detection paper is published. In section 10.4 I will talk about special case when data from only one detector

is available during the time of SNEWS alert.

10.1 Introduction

As CCSN group chair I have developed and maintained the plan for a nearby CCSN scenario. It is predicted

that the supernova will be detected �rst by the neutrino detectors and a rapid information will be circulated via

SuperNova Early Warnig System (SNEWS) alerts.The GW search will be triggered by the neutrino SNEWS alert.

The sensitivity of detecting neutrinos from CCSN is around 100kpc. This means that it will cover both Galactic

and near extra-Galactic CCSN. The GW search will cover these two scenarios. Upon SNEWS alert the �rst will be

conducted on-line rapid search and then more in-depth o�-line search.

SNEWS alert

A nearby CCSN will produce a prominent signal in the global array of neutrino detectors such as Super-

Kamiokande [60, 215], Borexino [216, 217], and LVD [218, 219]. In preparation for such an event, the neutrino

community has an established alert system known as SNEWS [220]. SNEWS will provide an automated email alert

127
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of �GOLD� events to registered users with an estimated latency of �ve minutes or less.1 The best pointing accuracy

will be approximately 5◦−20◦ from Super-Kamiokande [221], but this information may not be immediately available

at the time of the alert. We therefore envision an all-sky scan for GWs at the rapid-follow-up stage and incorporate

directional information in a subsequent o�ine search.

Observation Scenarios

In the case when data from two or more detectors are available during SNEWS alert the method of assigning

the signi�cance of GW candidate will follow the currently developed SN Search methods. In terms of extracting

physical information many methods are under development.

SNEWS-triggered search: The goal of the SNEWS-triggered analysis is to provide an online search for a GW

burst associated with a galactic or SMC/LMC CCSN. The triggered online search will be carried out. After a

SNEWS trigger, we will carry out deeper o�ine analyses, which will complete within a few days. An important

issue for this search is that it is possible that at the time of a SNEWS trigger only one detector will be online.

Extreme care will be required to vet detection candidates and to take full statistical advantage of the information

provided by SNEWS. However, currently the only statistical advantage we get from the neutrino obseration is the

tight on-source window. It is understood that poor quality of the data around the SNEWS trigger will a�ect the

strength of the detection statement. For example if the data contains a large population of unvetoed non-Gaussian

glitches the statistical con�dence in the detection. Single-detector searches with and without external triggers have

been carried out before by Virgo [222, 223] and we will build upon the experience gained by this previous work.

Publication Plan

Publication strategy that will be incorporated in case of a SNEWS alert:

1. Detection Statement paper

2. Follow-up analysis papers

10.2 Detection Statement paper

Main planned content of the detection paper will be:

• detection or non-detection statements along with the signi�cance of the loudest candidate,

• reconstruction of the waveforms with cWB, BW and pipelines that are reviewed at the time of SNEWS alert.

The detection statements will be based on the o�-line analysis. We will use an on-source window based on the

timing of the core collapse from the SNEWS alert.

1The false alarm rate for SNEWS alerts is estimated to be less than one per century [220].
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Timeline

The timeline of releasing the paper is estimated to be around 1-3 months It will depend on many factors and

this will need to be throughout discussed within LVC collaboration.

SNEWS alerts that will trigger the search will provide crucial information needed for calculating the signi�cance

of GW candidate. The information about a nearby supernova will be known immediately from the SNEWS alert

and this information will be available publically. The neutrino �uxes will allow to estimate the timing within few

miliseconds of the moment of the core collapse. It is a crucial information needed to establish an on-source window

used for calculation of the the signi�cance of the GW candidate.

The electromagnetic messeger from a supernova appears usually hours or days after a core collapse when the

shock breaks the surface. These optical observations of the supernova might not provide any information that are

crucial for the detection statements.

As a reference, the timescale of releasing the �rst and the second binary black hole detection papers was around

5 months. The reason for such a long timescale was to assure that the GW candidates were GW. In case of binary

neutron star detection the timeline was 2 months. This timeline wass an e�ect of a compromise between GW and

Astronomy communities. In case of a narby supernova the crucial ingredients to estimate the signi�cance of the

event will be publically available. We predict that the compromise between all communities will allow to publish

the detection paper within 1-3 months after SNEWS alert.

On-line analysis

SNEWS trigger will give information about nearby Supernova after few seconds and the alert will be rapidly

circulated to the Scienti�c Communities. The �rst GW search will be conducted by an online SNEWS-triggered

low-latency, rapid-follow-up search for GWs from nearby CCSNe. The motiviation for the on-line search is to

provide alerts to the scienti�c community containing the GW-estimated sky position, ahead of the light emission of

SN that is expected up to a day later. This infomration will be important in order to possibly be able to observe a

shock breakout.

O�-line analysis

Subsequent to a SNEWS alert with or without GW detection candidate from the online search, we will carry out

deeper o�-line analyses with cWB. In the case of a SNEWS alert, the cWB analysis will be rerun o�-line as needed

after any signi�cant changes to calibrations, data quality, or as further information on the supernova is received.

A Galactic CCSN will be an exciting event and the scienti�c community will want to know as soon as possible

if we have a detection. Though pipelines that are not reviewed at the time of SNEWS trigger will not enter the

search unless they can provide an important scienti�c merit that cannot be provided by any other pipeline. In the

S5/A5/S6 SN search paper [17] we developed methodolgy on how to combine results of two or more pipelines.
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Estimating the GW trigger signi�cance

In order to estiamte the signi�cance GW candidate we calculate the False Alarm Probability, FAP, same way as

in the Optically Triggered searches (equation 8.1):

FAP = 1− exp (−Ton × FAR) (10.1)

where Ton is an on-source window and FAR is False Alarm Rate.

The on-source window calculations will come from publically available SNEWS alert. At the �rst approximation,

the on-source window is assumed to be conservative and tentatively we assume it to be Ton = 10s.

False Alarm Rate is de�ned as (equation 4.57):

FAR = N/Tbkg, (10.2)

where N is the number of false events and Tbkg is the total livetime accumulated by arti�cially shifting data. The

amount of background data used will depend on the signi�cance of the GW candidate we want to achieve. FAP

can be approximated as:

FAP ≈ Ton/Tbkg. (10.3)

For example, the 5σ con�dence level corresponds to FAP∼ 2 × 107. Assuming that Ton = 10s the amount of

background data needed is Tbkg ∼ 1.5years. In case we have data from two detectors available, then the minimum

amount of o�-source window data Toff can be estimated from equation 4.59. Assuming that Tseg = 600s and we

do one-second long shifts, then we need minimum of N = 6 segments that gives Toff = Tseg × N = 1 hour of

data coincident between two detectors. (see section 4.5.1 for more details about lags and super-lag procedures).

Assuming 40% coincident duty cycle, the total amount of data around the timeof SNEWS alert is around 3 hours.

Waveform Reconstruction

Upon detection, e�ort will be directed toward waveform reconstruction and estimating basic signal properties

such as central frequency, time-frequency evolution.

Only the pipelines that are reviewed at the time of the SNEWS alert will be included in the �rst publication,

unless they bring a signi�cant contribution to the waveform reconstruction studies.

10.3 Follow-up Studies papers

Following the results from the detection paper, the follow-up studies will be conducted in order to extract

physical information from the trigger or placing upper limits on supernova models. In case when a detection

gives evidence to answer long awaited Science Questions, like explosion mechanism, or when a GW signature has

visible a particular feature, like an evidence of SASI oscillation, then the corresponding papers will be published

immediately or within weeks/months after the detection paper. The overall timescale for the follow-up studies is

unde�ned. The observation of the Supernova in the electromagnetic spectrum, better understanding of neutrino

�uxes or more sophisticated numerical models of the explosion together with the GW detection will be bringing
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more opportunities to advance our knowledge on the nature of exploding stars.

The follow-up studies will be based primarily on the methods that are already developed or that are currently

under development for the Optically Triggered Searches and Parameter Estimation. Section 12 summarizes some

of the e�orts. Each method will used to extract physical information from the GW.

10.4 Single Detector Case

It is very important to address the detectability of a Galactic CCSN in the case of only one detector collecting

data at the time of a SNEWS alert. In the next 5 years we have around 20% probability of having only single

detector online during SNEWS alert. Therefore, establishing the limits and con�dence with which a detection can

be claimed in the event of an exploding galactic supernova could be necessary.

The main challenge in establishing a detection with only one interferometer is that no consistency constraints

can be applied among di�erent detectors as in the case of a network of two or more interferometers. This allows a

population of loud noise glitches to survive in the analysis and as a consequence a possible reduction of statistical

signi�cance of GW induced candidate.

The current methodology I am investigating for the LVC Supernova Group uses con�guration of cWB for two

interferometers with the data of the second interferometer being just a replica of the data from the �rst. The

detection potential of this methodology is not fully explored yet. The drawback of having only one interferometer is

that we cannot use consistency tests between interferometers. These tests are important to reduce the population

of non-Gaussian glitches. These glitches are statistically unlikely with respect to the Gaussian background and can

reduce the statistical signi�cance of an event that is legitimately produced by GW.

For the challenge of increasing the statistical signi�cance o� GW candidates we explore two approaches. In both

of them we compare populations of the reconstructed interferometer noise transients and the reconstructed injected

CCSN waveforms:

• Determining the selection cuts by visually comparing the distributions of the two populations in planes where

the axes are morphological parameters (duration, central frequency, corellation, etc) or physical parameters

(still under developement). The cuts are supposed to eliminate noise induced events but spare GW induced

ones.

• Optimizing the selection cuts using Machine Learning algorithms.

I carrried out preliminary work on the �rst approach. The speci�c results show that for a speci�c waveform

family it is viable to claim a detection of GW from a supernova with one detector. These results are described in

section 10.4.

In the second approach, we study the distributions of background and simulation triggers that are separated by

the Machine Learning algorithm. This approach allows optimizing cuts in a multidimensional paramenter space.

The goal is to identify and remove as many possible loud non-Gaussian transients that usually are reduced by

consistency checks when more than one interferomteter is collecting data. The application of Machine Learning

techniques for the single interferometer scenario is particularly interesting because the morphology of these events

is expected to be quite di�erent than those induced by GWs.
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At the moment, the analysis is performed only on the strain GW channel. However, when GW is passing through

the detector, it leaves traces in the other auxiliary channels. In future development, the method will be using not

only reconstructed trigger's properties from using the strain channel, but also their traces in other channels.

Initial Results

At the moment, a cWB approach has been used to carry out the analysis. This coherent method requires data

from at least two detectors. In order to overcome this in case of analyzing data from only one detector, we perform

a two interferometer search where one data set was the exact copy of the other. For analysis of L1 detector we

create a L1L1 network.

In this study I took 5 days of O1 public Science data. The coincident duty cycle is 2.93 days however only data

from Livingston detector were used. The time shifts cannot be performed on a single detector data, so the analysis

must be performed only on zero lag data. A realistic explosion model, Yakunin 2015 waveform family, were used in

this study.

Background and E�ciency The left panel of the �gure 10.1 show the False Alarm Rate of the background

triggers for a L1L1 network and H1L1 network for comparison. For triggers in single detector mode the e�ective

correlated SNR ρ is practically SNR (the data streams of cloned data is fully coherent, cc ≈ 1). It is clearly visible

that FAR for L1L1 network is orders of magnitudes larger than for a regular L1H1 network. Moreover, the noise

triggers are much louder.

The right panel of the �gure 10.1 depicts the detection e�ciency curves for yak1 waveform for two and single

detector networks. From this plot it can be concluded that the detectability of the waveforms for two and single

detector networks are comparable. One interesting observation is that the e�ciency goes higher for L1L1 network

comparing to H1L1 network. Possible reason would be that the events in single detector case are more coherent

(cc ≈ 1) and they are easier detectable

From the �gure 10.1 we can conclude that the detectability of GW from a nearby CCSN at a certain signi�cance

level will depend greatly from the ability of removing the noise triggers. A great advantage of search for GW

triggered by SNEWS alert over blind searches for binary systems, for example, is a very good timing constrain. It

allows to accept GW candidates at lower the FAR without loosing their signi�cance.

Triggers distributions After background and simulation for single interferometer were created the next step

is to remove the loudest events from the background without decreasing the e�ciency curves. We make compar-

isons between the distributions of the reconstructed events from background and simulation studies. These two

distributions are plotted on top over the other and we explore di�erent reconstructed parameters. The panels in

�gure 10.2 show how these distributions, the backround events are depicted as blue rectangulars and simulation

events in depicted as red dots. In this �gure four reconstructed properties are considered: duration, bandwidth,

central frequency and volume (number of wavelet pixels used for the reconstruction). All of these reconstructed

properties are plotted against ρ.

Many background triggers are very loud and at the same time many of them are very narrowband. The loud

noise events last also very long, order of even few seconds. The central frequency of the loudest events is estimated

to be less than 500Hz.
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Figure 10.1: Comparison between background (left) and detection e�ciency (right) for single detector case analysis
and for L1H1 detector network.

On the other hand, the reconstructed properties of the injections depicted as red dots in �gure 10.2. Four

waveforms of Yakunin 2015 waveform family according. They are broadband and they are and their bandwidth is

usually larger than the bandwidth of the loudest noise events. Similar situation can be seen with the peak frequency.

The oscillation of proto-neutron star produce the high frequency GW component, above around 500Hz, while the

glitches have lower central frequencies. The duration of neutrino driven supernova waveforms used in this study is

less than a second. However, a conservative estimatate of their duration is up to 3 seconds, which in turn is still

smaller than the duration of the the loudest glitches that can last up to even 30s.

Several other estimated parameters were also considered, such as d1, f1, low0, hgh1, bw0, nrm (see section 4.4

for their description). The distributions of the background and simulation triggers were not as robust as for the

described for parameters. However, they will play an important role in the Machine Learning studies described in

section 10.4.

Selection cuts The selection cuts set a division between the populations of detector glitches and recontructed

GW waveforms. These cuts can be determined experimentally, the GW interferometers are complex instruments

and the population of glitches cannot be predicted accurately.

In this study we determine possible cuts by studying visually the reconstructed properties of the two populations

in a simple parameter space explained earlier. Based on the plots from Figure 10.2 one possible way to e�ciently

remove the loud background events is to make the following cuts:

• dominant frequency: frequency[0] > 420 Hz

• duration: duration[1] < 5s

The impact of these cuts can be seeon in �gure 10.1. As expected most of the loudest glitches were removed

and the FAR went down around two orders of magnitude for ρ > 20. At the same time, these cuts did not impact

signi�cantly the detection sensitivity for yak1 waveform. Moreover, many falsely detected GW events (events with

SNR<10 that do not allow e�ciency going to zero) were removed with the selected cuts
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Figure 10.2: Example distributions of the background triggers and reconstructed triggers that were injected at
di�erent distances. Di�erent panels compare distributions for di�erent parameters.

L1H1 vs L1L1 performance comparison In order to compare the performance in the detectability of SN

waveforms, I analyze visible distance at False Alarm Probability (FAP) at the signi�cance level of 3σ, FAP (3σ) ≈
2.7 × 10−3. FAP can be approximated as FAP = FAR × Ton, where Ton is the duration of an on-source window.

Here we assume that Ton = 2s. The corresponding FAR is then FAR = FAP/Ton ≈ 1.4×10−3Hz. From �gure 10.1

we can read that in order to accept detections of GW signals above 3σ con�dence, they need to have ρ & 18.

Table 10.1 shows the results comparing visible distances for L1H1 and L1L1 detector networks, while �gure 10.3

shows the detection e�ciencies for these two networks. The visible distance is around 30-50% worse in single

detector case.

Network dist@50% [kpc]
yak1 yak2 yak3 yak4

H1L1 2.31 2.81 2.91 4.62
L1L1 1.61 (-30.7%) 2.10 (-25.3%) 1.54 (-47.%) 3.00 (-35.0%)

Table 10.1: Comparison of visible distances between for two and signle detector cases at 3σ con�dence level
assuming Ton = 2s.

This study demonstrates that given a certain model of explosion, it might be possible to de�ne such selection
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Figure 10.3: Comparison between performance between analysis of detection e�ciency at 3σ con�dence level for
two detector case and single detector case (assuming Ton = 2s). The visible distance in case for L1L1 network is
around 30-50% worse than the corresponding distances for L1H1 network.

cuts that allows notably increase a signi�cance of a GW candidate. The background in single detector case can be

signi�cantly reduced if we assume certain emission model Based on this study the the visible distance for single

IFO is 30-50% worse in single detector case comparable to the distances for 2-detector network.

This analysis is based on a particular model of GW emission. The �nal selection cuts are chosen manually and

it's choice is not guaranteed to be the most optimal. In case when several di�erent models of emission is used, the

situation becomes more complicated.

The next step in the analysis will be to optimize these selection cuts and automatize their choice. With the

next step of the development we will be testing the Machine Learning algorithm performance that will help in

optimization of the cuts.

Optimizing analysis with Machine Learning

The initial results for single detector case and one waveform family look promissing. The next step in the method

development is the optimization of the selection cuts. For this purpose we use Machine Learning algorithms. During

the course of writing the dissertation, the method is under development. I am presenting here the results from setting

up the baseline for this development.

In order to perform accurate studies with Machine Learning algorithms, it is imporant to use as many triggers

as possible for training purposes. A number of few thousands is an generally acceptable number. Unfortunately it
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is an issue for the studies with single interferometer data that I will describe in more details.

For this analysis, we used data collected in Hanford detector during O1. The amount of data was choosen to be

4.03 days that corresponds to the on-source window of SN 2016B. It gives direct comparison to the results obtained

with the regular two-detector analysis. The amount of data that passed the data quality cuts is 2.01 days.

Background. The data was used to perform the background analysis. Figure 10.4 depicts FAR in terms of ρ

that is practically a SNR of the signal. The two days of data allowed to reach FAR = 5.6 × 10−6 for the loudest

noise events. The number of noise triggers detected by cWB is 20,264. This number is su�cient to perform the

Machine Learning.
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Figure 10.4: Background analysis for single interferometer studies with Machine Learning.

Simulation The production of the reconstructed GW triggers

In this study we considered all waveform families that were used in the O1-O2 Optially Triggered SN Search.

A large range of injection distances was used to produce the trigger lists. Table 10.2 shows the detectability ranges

for all the waveforms. These distances are estimated without considering the background, all triggers that were

detected are included.

Explosion mechanism Waveform identi�er O1, distance [kpc]

Neutrino driven
explosions

yak1/yak2/yak3/yak4 2.33 / 3.13 / 3.21 / 5.03
ott1 2.05
mul1/mul2/mul3 1.64 / 0.82 / 0.78

MHD driven
explosions

dim1/dim2/dim3 7.22 / 11.2 / 19.5
sch1/sch2/sch3 0.45 / 30.1 / 35.5

Extereme Emission
models

piro1/piro2/piro3/piro4 (×103) 1.38 / 3.55 / 7.80 / 21.0
lb1/lb2/lb3/lb4/lb5/lb6 (×103) 0.75 / 2.20 / 1.66 / 3.72 / 11.80 / 4.58

Table 10.2: Detectability of SN waveforms for Single Detector Case study before applying any selection cuts.
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Figure 10.5: Background analysis for single interferometer studies with Machine Learning.

Table 10.2 shows numbers of available triggers at large range of distances. However, in order to �nd a su�cient

number of triggers for training purposes, the number of options is limited. Moreover, the training cannot be biasad

to any given morphology - the number of triggers for each waveform needs to be the same.

At small distances many waveforms are too loud that they are whitened out during the search. When the

e�ciency starts dropping, the triggers are removed (in the next version of triggers this constrain might taken out).

At large distances many of the detected triggers are noise events (the real noise is non-Gaussian producing

loud events that imitate GW). Unfortunately they cannot be easily removed - for single detector the coherent tests

cannot be performed. It needs to be discussed for the next version of triggers. To quantify the e�ect, let's take

a look at yak4 at 100kpc. There were 1456 injections and there were 8 detected events (all of them are glitches)

which is ∼0.5%. Looking at some other waveforms, the e�ect is less than less than ∼1%. We want to address it

with the next version of triggers (plus address few other issues), but right now we do not have a working solution

to solve it.

There is also a large spread in detectability between di�erent waveform families (as expected, given large spread

in their energies). Fairly good overlap between all waveform families is at 1kpc.

Assuming that each model morphology had the same chance to be true (the explosion mechanism is un-

known), Machine Learning algorithms also assume that all the processed triggers have equal importance. How-

ever it is not fully ful�lled with these triggers. For example, the number of ott1 triggers is roughly the same

as yak1/yak2/yak3/yak4 combined, sch1/sch2/sch3 combined, dim1/dim2/dim3 combined, mul1/mul2/mul3 com-

bined. This is caused by the way the cWB runs were performed (each waveform family has separate run). This

issued needs to be discussed before creating next version of the triggers.

It is crucial to increase the statistics for Machine Learning studies ot obtain robust results. It is especially



CHAPTER 10. GALACTIC SUPERNOVA 138

D [kpc] mul1/mul2/mul3 ott1 yak1/yak2/yak3/yak4 sch1/sch2/sch3 dim1/dim2/dim3 Total
0.03 0/1855/1924 0 0/0/0/0 0/0/0 0/0/0 3,779
0.04 0/1848/1905 0 0/0/0/0 1886/0/0 0/0/0 5,646
0.06 0/1833/1891 0 0/0/0/0 1874/0/0 0/0/0 5,598
0.07 1863/1821/1861 5749 0/0/0/0 1849/0/0 0/0/0 13,143
0.10 1850/1793/1820 5740 0/0/0/0 1805/0/0 0/0/0 13,008
0.13 1840/1761/1771 5734 1000/0/0/0 1749/0/0 0/0/0 13,855
0.18 1826/1726/1684 5726 1348/1387/1370/1434 1651/0/0 0/0/0 18,152
0.24 1796/1671/1602 5695 1332/1366/1353/1425 1500/0/0 0/0/0 17,740
0.32 1752/1591/1484 5637 1312/1350/1328/1409 1288/0/0 1849/0/0 19,000
0.42 1696/1471/1343 5567 1282/1326/1309/1398 1058/0/0 1838/1832/0 20,120
0.56 1631/1319/1223 5434 1233/1283/1283/1377 725/0/0 1818/1823/1928 21,077
0.75 1540/1104/1059 5249 1178/1233/1235/1356 440/0/0 1798/1796/1923 19,471
1.00 1391/727/850 5008 1113/1180/1182/1316 255/1884/1967 1761/1772/1914 22,320
1.33 1206/325/539 4601 999/1114/1098/1262 115/1883/1964 1713/1740/1896 20,455
1.78 922/96/276 3798 863/1006/994/1193 41/1880/1962 1646/1706/1872 18,255
2.37 527/36/108 2494 717/896/892/1099 18/1873/1955 1557/1647/1844 15,663
3.16 221/26/42 1256 547/735/745/967 17/1858/1948 1452/1587/1795 13,196
4.22 77/25/27 495 289/521/557/853 19/1848/1931 1292/1510/1747 11,191
5.62 28/24/27 160 88/251/286/672 18/1818/1906 1143/1405/1653 9,479
7.50 22/24/26 85 31/60/80/464 21/1775/1869 931/1258/1539 8,185
10.00 21/22/26 72 20/23/30/193 20/1697/1806 681/1067/1422 7,100
13.34 21/22/26 65 18/13/22/53 22/1584/1719 341/822/1272 6,000
17.78 20/22/26 63 16/8/19/16 22/1434/1597 82/473/1076 4,874
23.71 19/22/26 61 14/7/18/11 22/1204/1410 33/141/830 3,818
31.62 19/22/24 60 14/9/15/8 22/929/1146 21/45/538 2,872
42.17 19/22/24 59 14/9/15/8 22/587/813 20/24/200 1,836
56.23 19/22/24 59 14/9/15/8 22/214/406 19/22/55 908
74.99 19/22/24 59 14/9/15/8 22/67/142 18/22/24 465
100.00 19/22/24 60 14/10/15/8 22/29/40 18/21/20 322
133.35 0/0/0 0 0/0/0/0 22/23/26 18/21/20 130
177.83 0/0/0 0 0/0/0/0 22/22/23 18/20/19 124
237.14 0/0/0 0 0/0/0/0 22/21/21 18/21/19 122
316.23 0/0/0 0 0/0/0/0 22/21/22 17/21/19 122

Table 10.3: Detectability of SN waveforms for Single Detector Case study before applying any selection cuts.

important when the e�ciency is small and signals are weak. There are several directions that need to be explored

in order to increase statistics. Some of them are:

• Using all O1 data period for ML training purposes.

• Using triggers from both L1 and H1 detectors.

• Making injetions closer (every 10s instead of 30s, for example), but without causing problems with whitening.

• Maximizing further the nearby injections. Repeating injection procedures few times at di�erent unique times.

This will pin down the injection rate e�ectively every 1-2s.



Chapter 11

Hardware Injections of SN signals

Hardware injections (hwinj) are simulated GW signals added physically to the interferometer. During this

injection the actuation system displaces the test masses according to certain GW morphology. In comparison,

during the software injections the GW signals are added after data is recorded, while for hardware injections, the

GW signals are added lively while data is recorded.

Hardware injections give unique opportunities to test several aspects of the GW analysis. The main motivations

of doing hardware injections:

• They allow to test on-line anaysis and generation of alerts.

• Measure correctness or validate methods of on-line or o�-line search analyses and e�ect parameter estimation

In this section I will describe the results of hardware injections of SN waveforms that were performed during O2

and perspectives of doing hardware injections in upcoming Science Runs.

11.1 Pcal limitations of injecting SN waveforms

During safety saturation tests it came up that the suggested supernova waveforms cannot be injected at proposed

distances. Dominant frequency of SN waveforms is high frequency (above the 400Hz) and the strain must be orders

of magnitude smaller than in low frequencies to be safely injected with Photon Calibrator (PCAL). This limitation

of PCAL is described [20]. Figure 11.1 shows that the amplitudes of injecting high frequency signals is more limited

than in lower frequencies.

A photon calibrator is used to perform injections. The main component of the system that sets limitation is the

laser that excites the test mass mirror and the power of that laser. Each waveform that is hardware injected needs

to be tested whether they do not require more laser power than is available.

Conversion of the strain to Pcal counts or Pcal counts

In order to inject a waveform into the interferometer, an actuation system of needs to be placed. Currently, a

Photon Calibrator (Pcal) is used to inject monochromatic calibration lines and it is also used for making hardware
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Figure 11.1: PCAL limitations [20]

injections. Pcal excites the test mass mirrors through a laser light and the power of the laser limits the abilities of

injecting the GW signals. Before the waveform.

Before the waveform is injected, its strain needs to be converted into amount of light that is required to excite

the mirror at each moment of time. It can be measured in pcal counts, that are "portions of light", or power.

Currently the limit of the Pcal system is determined to be 57,000 counts, but it will be reviewed before O3.

The amount of power required to excite the mirrors grows with the frequency. Though, the injection of waveforms

with strong high frequency component is more di�cult (large Pcal power) than injecting the waveforms with strong

low frequency component. Figure 11.2 shows an example of a rapidly rotating waveform at 10kpc that saturate

Pcal.

11.2 Initial injections

The main motivation of doing the hardware injections during before O2 was to estimate the impact of calibration

uncertainty on detection e�ciencies and parameter estimatation. The main pipelines to be tested were cWB, SMEE

and BW. Additionally, these hardware injections would allow to test how well we can distinguish di�erent SN

explosion mechanisms.

During Engineering Runs arund O2 we performed the �rst hardware injections of realistic models of SN ex-

plosions. I will describe the preparation process and possible solutions. Unfortunately they were too weak to be

detectable.

Choice of waveforms and saturation tests

In order to choose the optimal set of waveforms that can be hardware injected, several factors need to be taken

into account. The main aspects are:



CHAPTER 11. HARDWARE INJECTIONS OF SN SIGNALS 141

Figure 11.2: Saturation of the photon calibrator. Example with dim1 waveform. Upper panels: original waveform
at 10kpc. Lower panels: strain converted into Pcal counts ("portions of light"). Total number of counts for this
waveform is 484,403 that exceeds allowed number of counts for LHO Pcal (57,000). High frequency component of
the waveform requires largest amount of counts.

• The distance to the source need to be as small as possible to make loud injections. This would allow to

estimate accurately the impact of calibration uncertainty.

• In contrary, the SNR of the injected signals cannot be too strong to perform parameter estimation with BW

and SMEE pipelines. The computational time grows signi�cantly with increasing SNR.

A compromise is to choose waveforms at distance when SNR∼ 40 − 50. Several SN waveforms of neutrino and

magnetorotationally driven explosions were selected. Unfortunately, these waveforms that were initially chosen

with desired SNR did not pass the saturation tests. In this situation a distance of the injections was enlarged to be

able to inject them safely.

Result of saturation test for three waveform families can be summarized as:

• Scheidegger 2010: these waveforms were produced for rapidly rotating progenitor stars and the dominant

frequency for all waveforms is around ∼1kHz.
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• Yakunin 2015: four waveforms were proposed and tested both in LLO and LHO but none of them passed the

saturation test. All of them contain dominant High Frequency component (above 500Hz) corresponding to

g-mode.

• Ott 2013: these waveforms does not contain signi�cant HF component due to the fact that the CCSN sim-

ulation wave stopped before HF component was developed. However none of the proposed above waveforms

produced at 0.5kpc passed the saturation. The distance must has been enlarged and 10kpc was chosen as a

safe distance some of the results.

The �nal set of waveforms comes from Ott 2013 waveform family. The summary of the �nal set of waveforms along

with the Pcal counts can be �nd in table 11.1.

Results

Table 11.1 presents a summary the injections that were done. Injected SNR is estimated from the software

injection studies. It appears that the waveforms are too weak to be detectable. Indeed none of the follow-up studies

found the signature of the injected waveforms. The most energetic injection was performed only in Livigston

detector and the coincident studies could not be performed.

Waveform name IFO Counts Saturation test Distance SNR Injected time
ott1-nr1 H 34004.25 Passed 10kpc ∼ 2 Jun 21, 2017 00:58:22 UTC
ott1-nr2 H 3742.34 Passed 10kpc < 1 Jun 21, 2017 00:52:22 UTC
ott1-nr3 L 33681.71 Passed 10kpc . 10 Jun 15, 2017 20:23:19 UTC
ott1-nr1 L 15542.05 Passed 10kpc ∼ 2 Jul 26, 2017 16:23:02 UTC
ott1-nr2 L 1798.88 Passed 10kpc < 1 Jul 26, 2017 16:41:22 UTC

Table 11.1: SN waveforms that were hardware injected.

Data shifted In order to simplify the process of injecting the waveforms it was agreed to make injections non-

coincident that is injecting the waveforms one at the time. This approach allows to inject waveforms when only

one detector is on-line, this allows to avoid loosing coincident LIGO data. The injections were conducted a months

apart (June 21 and July 26) and in order to make the injections coincident the data from one detector. Data from

LHO was chosen to be shifted forward in time.

Two possible ways were applied to shift the data:

• according to the time given in the aLog pages, as suggested by HWINJ team

• according to graceDB injection times

For producing the results below the �rst method method was applied. However none of the two methods produced

candidate that can be associated with injected waveforms

A need for new actuating system As pointed in section 2.5 SN waveforms should have a signi�cant HF

component (>400Hz). The waveforms that were used for hardware injections do not contain HF part of the
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spectrum and using themfor the overall analysis would bias the results of estimating the impact of calibration error

on detection and parameter estimation.

In order to be able to perform hardware injection of waveforms with strong high frequency componant it is

advisable to use a possibly a di�erent actuation systems

11.3 Further considerations on possibility of injecting SN waveforms

The current main motivation [224] for hardware injecting SN waveforms is to validate method of detecting GW

in single detector case. This section describes further this motivation of, the capabilities and limitations of the

current hardware injections system to inject SN waveforms.

Motivation

Galactic Supernova will be one of the most interesting astronomical events of the century. The detection of GW

from CCSN might solve already a century old problem of what is the explosion mechanism of a supernova. The

detection or nulle detection statements will give hints to solve problems in Fundamental Physics, Astronomy or

Astrophysics.

If a supernova explodes in our Galaxy in the next 5 years, we have a signi�cant chance that only one detector

will be taking data. Therefore, the motivation for doing Hardware Injections during future Engineering Runs:

Validate methodology of detecting GW from a Galactic Supernova

in a situation when only one detector is operating during SNEWS alert.

Search method assigning signi�cance for a GW candidate for burst sources was not yet developed and validated.

Objectives of the method:

1. Cleaning the background of the SN search at single-IFO level

2. Develop (better) cuts and vetoes for the search

3. Develop an algorithm to search for interesting triggers at single-IFO level

Questions & Answers

1. Question: Can you do the studies only with software injections?

Answer: Currently we are working on tuning the search using only software injections. Hardware Injections

will help validate the method and test possible unforeseen problems that may not be caught with software

injections alone. For example, O3 safety studies for developing vetoes and/or background noise reduction in

SN searches will make use of information from auxiliary channels. In this situations, hardware injections that

simulate how a real signal propagates in the instrument may be crucial to test and validate the methods.

Software injections add the simulated GW only to the strain channel. As a SN has not been detected yet,

methods for vetoes or noise reduction that we want to validate would bene�t from having a signal present

in other auxiliary channels. The situation is similar to the situation of CBC and burst searches in the pre-

detection era, where hardware injections were used to validate search methods.
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2. Question: Can you validate the method with hardware injections that were already done?

Answer: The morphologies of realistic SN waveforms are unique from and much more sophisticated than

the waveforms that were injected so far. We think that the injections conducted to date are not su�cient.

However we are currently working on quantifying it. The �ve SN waveforms injected so far (see this page for

more details) are too weak to be detectable. In addition, we expect the characteristics of the noise in O3 to be

di�erent than in previous runs due to instrumental changes in the detector (new classes of glitches, di�erent

background �oor, noise lines...). Validation of the methods with pre-O3 injections would likely not produce

accurate results.

3. Question: How many injections do you need?

Answer: A number of injections of the order of ten would be su�cient for currently planned tests.

Remarks

1. We propose making hardware injections during the times when only one detector is in Science Mode - we do

not lose any Science data even if the injections are made during Engineering Run.

2. In a long perspective when we develop a method making use of the In long perspective we plan to develop a

method making use of information from auxiliary channels, we plan to use proposed hardware injections to

validate that method as well.

Supernova waveforms that could be hardware injected

We tested all Supernova waveform morphologies used in the O1-O2 Optically Triggered SN Search paper.

Figure 11.3 and Figure 11.4 shows the detection e�ciencies of detecting particular waveforms at di�erent distances

(black curves). The e�ciencies are produced with cWB in Single Detector Mode. These Figures also compare the

capabilities of the Photon Calibrator to inject particular Supernova waveforms (red curves).

From this plots it is visible that 2 out of 5 waveform families can be injected at detectability larger than

50% without saturation the Pcal - Mueller 2012 and Ott 2013. These waveforms have dominant low frequency

component.

On the other side, 3 waveform families, Yakunin 2015, Dimmelmeier 2008 and Scheidegger 2010, could be injected

without saturating Pcal at distances, where they are too weak to be detectable. These waveforms have a strong

high frequency componant.

https://wiki.ligo.org/Bursts/SNO2HWINJ
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Figure 11.3: Saturation tests for slowly rotating SN explosions. Upper left: Mueller 2012 waveform family. Upper
right: Ott 2013 waveform family. Down: Yakunin 2015 waveform family.
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Figure 11.4: Saturation tests for rapidly rotating SN explosions. Left: Dimmelmeier 2008 waveform family. Right:
Scheidegger 2010 waveform family.
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Supernova Parameter Estimation

If a detection is achieved the next step is to extract the waveform from interferometer data and/or extract

physical parameters. cWB is a general algorithm for GW transients, which loads the data, identi�es candidate

events and performs a constrained likelihood waveform reconstruction. The cWB structure, as well as the data

analysis overall approach, is modular. Some modules can also be devoted to parameter estimation and in that

regard, several e�orts I contribute to several e�orts in improving speci�c aspects of the pipeline and follow up of

the events with the goal of extracting physical information. For example:

1. Coherent Event Display (CED) is the �rst tool to extract the waveforms through cWB. I am collaborating for

facilitating the extraction of SN features with the CED, for example, specialized wavelet packets customization

to the extraction of g-mode feature. No paper on this topic is expected to be completed by the proposed

defence time, but some descriptive text will be provided in the thesis.

2. Supernova Model Evidence Extractor [29] - this follow-up algorithm uses Principal Component decomposition

of CCSN waveform families to reconstruct the waveform from the search pipeline triggers and estimate physical

parameters. This work will need to evolve in order to test the reconstruction with respect to source orientation

especially for rapidly rotating progenitors however [225] This analysis and the results will be summarized in

the thesis.

3. Bayesian approach [30] - this approach uses BayesWave pipeline [226]. The algorithm estimates and compares

the probability a transient identi�ed by cWB is a GW, a Gaussian noise induced event or a non Gaussian

glitch. Priors on the polarization, sky location and ellipticity are used to evaluate probability to distinguish

GW events from noise events. It might allow to reduce the number of false alarm and enhance the detectability

of CCSN waveforms at a �xed false alarm probability. I am co-author of a submitted to PRD paper on this

topic and I am not planning further work before the defense.

4. Machine Learning (ML) - these techniques are used as a follow-up on the events produced by the search pipeline

to veto and classify events. My contribution here has been in providing triggers to test the performance of

ML for CCSN searches.

5. Two Step Denoising [227] - in this method of noise reduction, the Harmonic Regeneration Noise Reduction

147
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is used. Method is in the development stage. The algorithm is written and I test its performance on initial

LIGO and O1 data.

The elucidation of the parameter space of the GW emitting CCSNe progenitors is an on going process. The

identi�cation of the relevant parameters that should be used as key degrees of freedom in characterizing the progen-

itors is under consideration from both the numerical simulation and data analysis communities. For example the

mass and the total angular momentum are considered important while other �gures of merit like the compactness

are under debate (for predicting the explodability of a progenitor). It is also important to understand what controls

the onset of features like the SASI and in general the production of a large set of reliable GWs waveforms that

explores the parameter space will take years even just because of computational constaints.

12.1 Supernova Parameters

As mentioned in section 3.4 a possible way of extracting the physical parameters from a SN candidate can be

implemented through a two step approach:

1. model selection,

2. parameter extaction within the model.

Below I enlist examples of parameter that can be extracted from a supernova trigger.

Neutrino Driven explosions models The neutrino driven explosions are caused by neutrinos heating the star

su�ciently enough to drive an explosion. Some of the parameters that can be used to characterize the waveforms:

• PNS parameters: radius, mass, temperature

• SASI/convection parameters: shock radius dynamics

• Accretion rate

Magnetorotationally Driven explosions models These explosions are caused by a strong magnetic �eld and

rapid rotation of a progenitor star.

• PNS parameters: radius, mass, temperature

• Low T/W instability: rotational rate

• Initial core-collapse and bounce: angular momentum

BH formation and collapsar models Parameters:

• PNS: radius, mass, temperature

• BH: time of the formation
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Extreme Emission Models Possible parameters:

• Collapsars/hypernova: radius,

• Longbar: rotational rate, degree of deformation,

• Torus defragmentation instability: mass of central black hole, MBH vs Mfall,

• Phase Transition: degree of the transition.

12.2 Coherent Event Display

Coherent Event Display (CED) is a cWB tool that provides a detailed characterization of the GW candidates.

As mentioned in section 4, cWB by default does not reconstruct GW triggers, this reconstruction of the triggers

is done separately. CED provides reconstructed waveforms in time, frequency and time-frequency domains along

with other detailed statistics. In this section I will describe its main components.

As an illustration I will use a Yakunin 2015 waveform of a 12M� progenitor star explosion (yak1) injected at

distance 1.25kpc. I will consider network of 2 detectors, L1 and H1, and a Gaussian noise recolored to O1 sensitivity.

Event paramenters

The most important information about the event and the network at the time of this event can be summarized

as follows (the relevant values considered example are in the brackets):

• GPS time of an event,

• SNR - reconstructed network signal-to-noise ratio (20.3),

• ρ - e�ective correlated SNR (12.2),

• cc - correlation coe�cient (0.80),

• ED - network energy disbalance describing how di�erent is the noise �oor between detctors (0.01),

• (φ, θ) - reconstructed sky localization.

Time-Frequency Maps

After data is prepared (whitened, lines removed etc.) then cWB decomposes the time series into time-frequency

maps. They allow to track the signal's frequencies change over time. The search for the triggers is performed in

these maps.

There are two types of time-frequency maps that visualize the data around the event:

• Spectrograms - this is a decomposition based on Short Fourier Transform.

• Scalograms - a representation displaying wavelet coe�cients of a Wavelet Transform.
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The event is relatively strong (SNR∼20) and visible. However there are strong features visible in the time-

frequency maps around the event. In this example the data used is Gaussian. The non-Gaussian data contains

more and stronger misleading features. The next step will be to create time-frequency maps depicting coincident

energy.

Figure 12.1: Time-frequency decompositions of the data for H1 detector. Left: Spectrogram (Short Fourier
Transform). Right: Scalogram (WDM Wavelet Transform).

Likelihood Time-Frequency Maps

The spectrograms and scalograms show the energy distributions for each detector separately. In the excess

power methods the GW candidates are created by combining the data from multiple detectors to �nd a coincident

energy excess. The Likelihood TIme-Frequency maps visualize the distribution of coincident energy in time and

frequency.

Two types of maps are distinguished:

• Likelihood - a scalogram with the identi�ed pixels that contribute to the event. These pixels create a cluster

and they are used later for the reconstruction and estimating event parameters, like SNR.

• Null stream - when an event is reconstructed, then the next step is to subtract it from the data. The leftover

energy, or residual energy describes how well algorithm was able to reconstruct the event. If the event is a

real GW then the signature should match between detectors and the residual energy is small. On the other

side, if the event is a coincident glitch, then the signature in the detectors do not match and leaving relatively

large amount of energy. This gives a powerfull tool to distinguish GW and noise events. The Null stream is

a scalogram that depicts time and frequency distribution of of residual energy.

Left panel of �gure 12.2 shows an example of the Likelihood Time-Frequency map of yak1 waveform. Two

element are visible in this event. The �rst one is the low frequency GW signal from SASI/convection emission

processes. The second contribution is the higher frequency PNS oscillation, g-mode. The growing peak frequency

shows the evolution of PNS. The right panel of �gure 12.2 depicts the Null stream for this event. The shape follows
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the likelihood, however the amplitude is signi�cantly smaller. The Null stream energy is around 10% of the total

event energy.

It is also visible, that the pixels in the Likelihood cluster are not even. This is a result of multi-resolution

decomposition of the data.

Figure 12.2: Likelihood Time-frequency Maps. Left: Likelihood. Right: Null energy.

Reconstructed waveforms

As mentioned earlier, the event is reconstructed using the cluster of pixels in Likelihood time-frequency map.

Figure 12.3 shows a comparison between the injected and reconstructed event in time, frequency and time-frequency

domains.

Upper right panel of �gure 12.3 compares the injected and reconstructed waveform in time domain. The time

domain of a waveform is rectreated through inverse Wavelet Transform of the pixels in the cluster. The most

energetic components of the waveform are reconstructed, however the weaker features (like the initial part of PNS

convection) are not.

The frequency domain of injected and reconstructed waveforms are depicted in upper left panel of �gure 12.3.

The reconstruction in frequency domain is also realized by an inverse Wavelet Transform of the pixels in the

cluster. In this example, the injected waveform is broadband (black dots) with peak frequency around 700Hz. The

reconstructed waveform matches the injected one in certain bands while some in few bands the signal was not

detected. It is especially visible in low frequency region, where the detector noise becomes a dominant factor.

The lower panels of �gure 12.3 compare the scalograms of the injected and reconstructed waveforms. The injected

waveform is relatively long and broadband. The energy is distributed on a large area of the time-frequency map.

It brings a challenge. It is di�cult to create a cluster when the energy is spread in time and frequency. The signal

needs to be relatively strong to be detectable. The scalogram of the reconstructed event depicts this challenge. Only

the loudest time-frequency regions were detected. The weak parts were undetected. One of the possible solutions to

this challenge is to change the clusterization algorithm, for example use pattern=10 (see section 4.3.6) that has an

advantage of better collecting coincident pixels for long and broadband events (see section 8.2.3 for more detailed

results).
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Figure 12.3: Comparison between reconstructed and injected Upper left: Time domain (injected - black, recon-
structed - red). Upper right: Frequency domain (injected - black, reconstructed - red). Lower left: Scalogram of an
injected waveform in Hanford detctor. Lower right: Scalogram of a reconstructed waveform in Hanford detector.

Skymaps

The skymaps depict various quantities that help in localizing the source of GW. They are depicted in the Earth

based coordinate system.

Figure 12.4 shows an example of the distribution of probability of sky locations.

12.3 Evolution of Proto-Neutron Star

Afte the collapse, during the deleptonization, the size of proton-neutron star decreases over time sti�ening the

matter. In turn, the accreting matter excites proton-neutron star. The peak frequency of this excitation grows

over time. Three main modes of the oscillation of the proto-neutron star can be distinguished: g-mode (gravity is

a restoring force), p-modes (pressure) and f-modes (surface).

Figure 12.5 presents spectrograms of example GW signals with visible g-mode [33, 228, 38]. This robust infor-

mation for these waveforms allows to tune the search speci�cally and increase the signi�cance of the detected events.

I performed test with the detectability of Yakunin et al 2015 waveforms using wavelet packets (see section 4.3.6).

First part of the analysis consists a detection sensitivity study using single pixel mode (pattern=0) and in the
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Figure 12.4: Sky location probabilities, an example.

second part the ring-up wavelet packet pattern was used (pattern=5). In both cases the False Alarm Rate is �xed

(1.0 × 10−6Hz). After comparing the visible distance there is a 30% increase in detection distance when ring-up

pattern is used.

Moreover, the growing peak frequency carries also information about the evolution of proto-neutron star. Fol-

lowing [229] the evolution of peak frequecy, fp, can be described as:

fp ≈
1

2π

GM

R2

√
1.1

mn

< Eν̄e >

(
1− GM

Rc2

)2

, (12.1)

where G is gravity constant, M and R are proton-neutron star mass and radius, mn neutron mass and < Eν̄e > an

average energy of electron antineutrino. The evolution of proto-neutron star ranges typically from 1.4 to 2.0 M�

and the average neutrino energy is around 10-15MeV. This allows in the �rst approximation to parametrize the

peak frequency as:

fp ≈ K/R2, (12.2)

where K ≈ 1.1× 1012m2s−1.

12.4 Supernova Model Evidence Extractor

A "supernova problem" of �nding a dominant explosion mechanism driving supernova explosions is decades old

problem. Addressing this dilemma requires direct measurement of the dynamics during core collapse. Gravitational

Waves are the main source of information, the neutrino signals provide main thermodynamical information and the

electromagnetic spectrum is visible long after the initial collapse. Several explosion models were proposed so far

and all of them require experimental evience.
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(a)
(b)

(c)

Figure 12.5: Examples of the supernova waveforms with growing peak frequency, rump-up of g-mode. Upper left:
Mueller et al 2012. Upper right: Kuroda et al 2016. Bottom: Yakunin et al 2012.

Supernova Model Evidence Extractor (SMEE) is an algorithm designed to distinguish di�erent models for a

given GW candidate. In the Powell et al [29] we explore the ability of the algorithm to distinguish between neutrino

driven mechanism, magnetorotationally driven explosion and noise artifacts that imitate real GW signals. Below I

present basics of the methodology and some results.

12.4.1 SMEE

Bayesian Inference

The Bayes' theorem gives a posterior probability p(θ|x,M) for a parameter θ in a given model M (e.g. GW

signal and glitch), after data x is collected:

p(θ|x,M) =
p(x|θ,M)× p(θ|M)

p(x|M)
. (12.3)
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Likelihood p(x|θ,M) is a conditional probability distribution of the data x for a paramenter θ.

Prior p(θ|M) is a probability describing the distribution of parameter θ when no data is present.

Evidence p(x|M) is a normalization factor used for Bayesian model selection. It is obtained by integrating the

product of its likelihood probability and prior across all model parameter values θ:

p(x|M) =

∫

θ

p(θ|M)p(x|θ,M)dθ. (12.4)

Bayesian Model Selection

We employ Bayesian Model Selection to distinguish competing models. We defne Bayes factor Bij as a ratio of

evidences:

Bij =
p(x|Mi)

p(x|Mj)
, (12.5)

where i and j correspond to glitch or signal models. For convenience we de�ne the log of the Bayes factor:

logBij = log p(x|Mi)− log p(x|Mj). (12.6)

When logBij > 0 then model Mi is preferred over model Mj .

Principal Component Analysis

Principal Componant Analysis (PCA) is a procedure of transforming data set into an ortogonal principal com-

ponents (PCs) that are eigenvectors of the data set. To perform a decomposition, a catalog of m waveforms with

uniform length n is used to create a n×m matrix A that is factored as:

A = UΣVT , (12.7)

where U is an n× n matrix with columns corresponding to the eigenvectors of AAT , V is an m×m matrix with

columns corresponding to the eigenvectors of ATA and Σ is an n × m matrix with values corresponding to the

square root of the eigenvalues. A waveform hi from a catalog can be approximated by k �rst PCs:

hi ≈ Σkj=1Ujβj , (12.8)

where Uj is jth PC from U.

Signal and Noise Models

Two signal models were created corresponding to the explosion mechanism: neutrino and magnetorotational. For

creating a signal model for magnetorotationally driven explosions the waveforms from rapidly rotating progenitor

star simulations of Scheiddegger et al [40] were used. The main feature in these waveforms is a very strong signal

from the core collapse and bounce. As for neutrino driven explosions, the PCs are created from the 3-dimensional
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simulations of Kuroda et al [228], Mueller et al [33] and Andresen et al [230]. For these waveforms the main

components are turbulent features of SASI and convection.

For a real astrophysical event the signal should be coherent between two or more detectors. In order to distinguish

noise transients from GW sources we perform Bayesian coherence test. If the trigger passes the coherence test then

we determine an explosion mechanism.

12.4.2 Results

Figure 12.6: Distringuishing explosion mechanism. Left: L1H1V1 detector network. Right: L1 detector only.

The signal models are created based on the predicted GW waveforms and they need to be tested for triggers

that are detector noise. For this purpose 1000 of Gaussian noise transients and 1000 real recolored noise transients

recolored to Advanced detectors sensitivity were used. The log Bayes factor of the signal vs noise models for neutrino

and magnetorotational mechanisms are centered around 0. However, due to the spread, in order to be conservative,

we assume that the signal is detected when logBS/N > 10.

After the trigger is classi�ed as signal, the next step is to determine an explosion mechanism. To test the ability

of distinguising the two explosion mechanisms we performed analysis with cWB and used SMEE as a follow-up of

the detected triggers. We injected Mueller et al waveforms at the distance of 2kpc and Scheidegger et al at 10kpc.

The magnetorotationally driven explosions are more energetic, and they can be detectable at larger distances.

Figure 12.6 shows Bayes factors of the triggers for L1H1V1 detector network (left) and only L1 detector

(right). The signal is considered to be considered to be coming from an magnetorotationally driven explosion

if logBMagRot−Neu > 10 and neutrino driven explosion when logBMagRot−Neu < −10. For three detector network,

100% of Scheiddegger et al waveforms were correctly classi�ed as magnetorotationally driven explosions at 10kpc,

while 95% of Mueller et al waveforms were classi�ed correctly as neutrino driven explosions at 2kpc. Similar results

were obtained also in case of injections in L1.
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12.5 BayesWave

12.5.1 Introduction

In this study, we use a sample of four days of S5 data considering two-detector network, LIGO Hanford H1 and

Livingston L1. In the analysis, we create lists of potential GW triggers using cWB and then we use BW as a follow-

up to constrain the number of triggers by removing further the noise events. We perform two kinds of analyses:

background and simulation. In the background analysis, we follow standard procedure of excess power methodology

of arti�cially shifting data between detectors [231]. This part gives us information of how often the noise of GW

data creates triggers that falsely look alike GW waveforms. cWB ranks the triggers with network signal-to-noise

ratio denoted as ρ and the created list of noise triggers we use to establish False Alarm Rate (FAR) with respect to

ρ. In the simulation stage we calculate sensitivity of the algorithms to detect particular emission model. Supernova

waveforms are added to GW data with various amplitudes corresponding to di�erent simulated source distances.

We test sensitivity of the cWB by testing how sensitive the pipeline is to detect supernova waveforms injected at

di�erent distances. After establishing the list of noise triggers and GW triggers we pass them to BW pipeline.

In order to compare the performance of cWB and cWB+BW, we need to establish the sensitivity of those

approaches at �xed FAR. It can be accomplished by plotting Receiving Operating Characteristic (ROC) curves

that compare sensitivities of cWB and cWB+BW across di�erent FARs. Based on background analysis we can

read the corresponds ρ thresholds of false triggers at given FARs. Those ρ values are used as thresholds in the

simulation stage, by this we mean that we accept SN triggers above certain FAR. The ROC curves give sensitivity

of detecting SN signals above range of FARs. Using BW as a follow up of cWB allows to eliminate noise triggers

and reduce FAR without losing detection sensitivity.

12.5.2 BayesWave (BW)

BayesWave (BW), however, acts more as a post-processing pipeline for detecting and characterizing GW bursts

working within the framework of Bayesian statistics [232] on triggers provided by cWB [233, 234]. BW is e�ective in

distinguishing GW signals from non-Gaussian noise artifacts (glitches), which enables the combination of the cWB

and BW to achieve high-con�dence detections across a range of binary system waveform morphologies [235, 236].

Most Burst search algorithms, such as cWB, apply selection cuts to remove glitches, and then rank the remaining

signals with a statistic proportional to signal-to-noise ratio (SNR). BW instead attempts to �t the data with both

a GW signal model and a glitch model, and then calculates the Bayesian evidence ratio (BayesFactor) between

the two competing hypotheses. The ratio of the Bayesfactor is then used to compute the glitch-to-gravitational

wave BayesFactor whereas cWB uses a detection statistic that scales linearly with SNR. Recognized glitches with

signi�cant time-frequency structures that require multiple wavelets to reconstruct, however, are extremely unlikely

to have the same time-frequency structure present in both detectors. BW uses this feature of the data inputted

in order to assign a high detection con�dence with these signals belonging to complex time-frequency structures

and low detection con�dence to signals with simple time-frequency structures, while complex glitches are rejected

due to a lack of coherence between the online detectors. While cWB ranks events by coherent SNR, BW brings a

complimentary addition by using morphology information as a secondary follow-up to rank the same events passed

through cWB.
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12.5.3 Understanding the BW Model through Bayes Factors

The two Bayes Factors to determine candidate or glitch classi�cation are the signal-to-glitch (lnBSG) and the

signal-to-noise (lnBSN), where lnBSN scales with the square of the signal to noise ratio (SNR). lnBSG is calculated

in a framework that directly compares a signal model with a glitch model. If either lnBSN or lnBSG > 0, then

the signal model is preferred and the a candidate GW signal is identi�ed. If either lnBSN or lnBSG < 0, then the

glitch model is preferred and the data is a product of instrumental noise. The introduction of a Bayesian framework

with evidence ratios, speci�cally Bayes Factors, brings in the possibility of selecting between either a glitch, signal,

or a noise model. The Bayesian approach to model selection is a welcomed supplement to thresholding as it relies

only on the current data being processed instead of imposing pre-existing behavioral assumptions on the data.

Bayes Factors represent a detection statistic where it compares the relative probability that a data set contains a

strain due to a GW to the probability that the data only contains noise. It is important to note that the Bayesian

approach does not yield a �xed signal-to-noise threshold in which a signal will become detectable if it passes this

set threshold. Instead, the signal-to-noise ratio is introduced to analyze signals in a given noise that may become

detectable for that individual, analyzed case. The identi�ed GW signal (h) would be clustered in time-frequency

power, coherent across the network in time, frequency, and morphology, as well as being composed of a single set of

wavelets that are projected onto the detector network. Identi�ed glitches (g) are also clustered in time-frequency

power, incorporates known glitch morphologies [237], but instead is localized to each detector and reconstructs data

independently in each detector. Integrating such an approach on-top of pre-existing pipelines, such as cWB, and

running an analysis on potential GW signals will result in further separation of the non-Gaussian noise artifacts

(glitches) belonging in the background enables a possibility of achieving high-con�dence detections across a range

of CCSNe.

12.5.4 Sky-Location Prior

An important advantage known to the targeted SN search is knowing the sky location of the SN trigger via elec-

tromagnetic information provided to us by our astronomer counterparts. A SN-driven GW source is characterized

by a set of �ve angles (θ,Φ, ψ) that describe the sky location and polarization of the source, while (ι, φ) describe

the internal orientation of the source relative to the observer's line of sight. Since it's not possible to pinpoint the

inclination angle, ι, and the azimuthal angle, φ, we compensate by injecting CCSNe signals with many di�erent

(ι, φ) in order to average over all internal source orientations [142]. cWB reconstructs the direction of the source

in the sky based on triangulation and coherent network analysis methods [238]. For the two detector network, the

time delay of a passing GW between detectors speci�es a ring of possible sky locations. cWB calculates likelihood

across the ring and the reconstructed sky location is chosen based on area in the sky with largest likelihood value.

The direction of GW waveforms tend to have better reconstructed sky localization than noise triggers, and so this

information is then used to discard noise triggers. In the simulation stage of the analysis, the SN waveforms are

injected into the detector noise with �xed sky location. The analysis speci�c to this ring skymask is de�ned around

a circular radial area of 5◦ of the SN trigger of interested. Any possible triggers falling outside of this skymask

are discarded. BW, on the other hand, produces a skymap that de�nes the posterior probability density function

of the GW source location expressed as a function of right ascension and declination, denoted by psky(α, δ). The

angular distance between the maximum of psky and the true location of the injected signal is de�ned as the angular
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o�set, (δθ). The distribution of δθ values peaks at cos(δθ) = 1, which corresponds to BW reconstructing the most

probable location of the source close to the actual source location. A smaller peak occurs at cos(δθ) = -1, which

illustrates that BW may also reconstruct the opposite direction of the sky compared to the actual location of the

injected signal than a direction perpendicular to the injected signal's locations as opposite directions cannot be

currently distinguished using the network antenna pattern due to the near co-alignment of the H1 and L1 detectors.

But, noting that the peak at cos(δθ) = -1 is smaller than the distributed peak at cos(δθ) = 1, this physically

indicates that opposing directions of source reconstruction occur only by the triangulation ring when the source is

right above or below the detector network [239]. Taking this into account, this paper bypassed this feature for now

by pre-de�ning the location of the SN analyzed as future modi�cations will be introduced to optimize CCSNe sky

location reconstruction.

12.6 Machine Learning

Machine Learning is a branch of Arti�cial Intelligence �eld of Computational Sciences. In these techniques, the

algorithms are "learned" to set of data to be able to perform a speci�c task. Machine Learning approaches are used

for the massive computation and for pattern recognition purposes.

In these studies we use Machine Learning algorithms as a follow-up of cWB. The Machine Learning algorithms

are used to to distinguish background noise triggers from simulation triggers. The algorithms are �rst trained on test

sets of cWB background and simulation triggers, and then these algorithms are used to distinguish a background

and simulation triggers on a proper large set.

12.6.1 Genetic Programming

Introduction to GP

Genetic Programming (GP) is a techinque using evolutionary algorithms. KarooGP is used.

A note about the vocabulary di�erences between GW community and communities using GP:

• cWB parameter - in GP community these are called "feature"

• triggers - GP cummunity uses term "data points"

In this dissertation we will be using consequently GW community vocabulary.

Triggers

The following cWB parameters (full description of cWB parameters in section 4.4) were used in this study:

rh1, cc0, cc1, cc2, cc3, vol,d0,d1, f0, f1,df, low,hgh,

bw0,bw1,dbw,nrm,pty, eA1...eA9,nu0,nu1,ni0,ni1, ecr,

The initial sets were trained on the same number of background and simulation triggers. We binned the triggers

according to the rho values:
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1. only yak1

2. BKG: 5000 triggers

3. SIM:

3.1. rho=4-5: 5000 triggers

3.2. rho=5-6: 2708 triggers

3.3. rho=6-7: 1866 triggers

3.4. rho=7-8: 1471 triggers

3.5. rho=8-9: 1355 triggers

Multivariate expression A multivariate expression evolved by GP from machine learning algorithm that di�er-

entiate noise from signal in the best possible way:

f =− bw1 + bw1/d0 + 2 ∗ cc2− d1 ∗ eA9 ∗ hgh+ dbw ∗ ecr ∗ pty ∗ rh1

− df ∗ eA3− eA4 + eA6− eA7 ∗ hgh+ ecr − f0 + f1− vol
+ eA6/cc12 − vol/cc0− cc2/bw0

(12.9)

For each triggers the value of this expression tells us how much the triggers is a real GW triggers. Di�erent

thresholds can be chosen in order to di�erentiate between bkg and sim triggers. In this study we assume that all

triggers full�ling the condition:

f > 0 (12.10)

are GW triggers.

Figure 12.7: GP studies. Left: distribution of bkg and sim triggers according to the multivariate expression. Right:
Impact of using the expression on ROC curve.

Figure ref shows the dirstibution of the multivariate expression for both bkg and sim triggers. The expression

gives 80% accuracy of di�erentiating bkg and sim triggers. The expression removes majority of bkg triggers.

However, it also removes many of sim triggers. In the Figure ref the ROC is shown before applying the multivariate

expression and after. The FAR decreases one order of magnitude and at the same time e�ciency drops not too

much.
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Unfortunately, the improvement in ROC curve is marginal. The studies are preliminary, and several improve-

ments can be done. Possible future directions:

• Non-�at ROC - curretly the method is used in a situation, when the ROC cures are �at, i.e. the e�ciency does

not change signi�cantly over several orders of magnitude in FAR.Given that GP removes the a large population

of noise triggers, it might give positive results in the situation detection e�ciency changes signi�cantly with

FAR.

• Improve the accuracy of multivariate expression - the expression 12.9 gives accuracy of ∼ 82% in distinguishing

noise and simulation triggers. Further studies has shown that higher accuracies are possible to achieve. I will

study this.

• Threshold on the multivariate expression - by default the threshold is set to zero, f > 0. However, this

threshold can be chosen manually to give optimal performance on ROC. It can be chosen in such a way that

it save more simulation triggers, for example.

• Increase of the number of triggers - the better performance is expected when the number of triggers for training

increases. This can be done in case of the background triggers by increasing number of lags (see section 4.5.1).

The number of injections can be done by making injections more frequent, for example.

• Choosing di�ernt paramters for creating multivariate expressions.

The method so far does not show bene�ts to the search. However it has imporant potential computational

bene�ts. The method requires a large number of triggers for the training stage to be able to increase accuracy in

di�erentiating bkg from sim triggers. It gives an important potential to remove larger sets of noise events. In this

regard it has an advantage over BW or SMEE follow-up that require several hours to days to analyze a single loud

event.

12.7 Two Step Denoising

Noise reduction can be viewed as an estimation problem, where an unknown signal is to be estimated in the

presence of noise, where only the noisy observation is available. In the Two Step Denoising (TSD) algorithm, by

exploiting the spectral diversity between the signal and the noise, along with the high degree of the nonstationarity

of the signal. The algorithm is based on previous work by [240, 241, 242, 243, 244, 245]. A �rst implementation of

the method in the context of detection of GW from SN has been described in [246]. For the sake of brevity, we do

not repeat the mathematical steps here.

12.7.1 Data used

The analysis presented in this article was performed in presence od LIGO �fth science run (S5 [247]) data. The

real-time sampling rate of 16384Hz was downsampled to 4096Hz to lower the computational cost. The frequency

band of this study is based on GW emission processes in a supernova. In low frequencies the dominant source of

gravitational radiation is so called Standing Accretion Shock Instability (SASI with typical frequency of 100Hz

and in high frequencies the extreme emission models can produce GW up to 2kHz. Though the frequency band
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Figure 12.8

we astrophysically motivate is ranging from 64Hz to 2048Hz. The GW detector data is non-stationary with many

enviromental and instrumental artifacts so the data used to test TSD �lter was taken during time when the detector

was locked in proper con�guration and the times of well understood instrumental problems or during hardware

injections were removed.

12.7.2 Results

In this section the results of using TSD algorithm are described. Table 12.1 and 12.2 summarize advantages

of using TSD algorithm across di�erent waveform morphologies, both generic and realistic. Table 12.3 sums up

two tests of using the TSD �lter that potentially might a�ect supernova searches - these results also show positive

impact of using the �lter. All results are produced in context of searching fot GW from core-collapse supernovae.



CHAPTER 12. SUPERNOVA PARAMETER ESTIMATION 163

Emission type Identi�er Ref FAR [Hz] E� cWB E� cWB+TSD E� increment

Generic
morphology

GA2d500 -
1.0e-8 38.0% 52.0% 14.0%
1.0e-7 41.0% 55.0% 14.0%
1.0e-6 43.0% 58.0% 14.0%

SG361Q8d9 -
1.0e-8 38.0% 56.0% 18.0%
1.0e-7 40.0% 60.0% 20.0%
1.0e-6 44.0% 62.0% 18.0%

Extreme
emission model M0p2f1000t1000 [248]

1.0e-7 40.0% 60.0% 20.0%
1.0e-6 47.0% 64.0% 17.0%
1.0e-5 54.0% 67.0% 13.0%

Table 12.1: Advantage of using TSD �lter for generic morphology and extreme emission model waveforms.

Emission type Identi�er Ref FAR [Hz] E� cWB E� cWB+TSD E� increment

Magnetorotationally
driven explosion

sch1 [40]
1.0e-6 36.9% 45.9% 9.0%
1.0e-5 37.4% 46.7% 9.3%
1.0e-4 38.2% 47.5% 9.3%

sch2 [40]
1.0e-6 62.9% 65.8% 2.9%
1.0e-5 63.1% 65.8% 2.7%
1.0e-4 64.2% 66.6% 2.4%

sch3 [40]
1.0e-6 61.3% 70.8% 9.5%
1.0e-5 61.5% 71.1% 9.4%
1.0e-4 61.5% 71.1% 9.4%

dim1 [39]
1.0e-6 33.7% 41.7% 8.0%
1.0e-5 34.4% 42.4% 8.0%
1.0e-4 35.3% 43.0% 7.7%

dim2 [39]
1.0e-6 45.4% 50.7% 5.3%
1.0e-5 45.9% 51.2% 5.3%
1.0e-4 46.1% 51.7% 5.6%

dim3 [39]
1.0e-6 63.1% 71.6% 8.5%
1.0e-5 63.4% 72.1% 8.8%
1.0e-4 63.9% 72.1% 8.2%

Neutrino driven
explosion

mur [249]
1.0e-6 42.0% 46.0% 9.5%
1.0e-5 46.5% 52.5% 12.9%
1.0e-4 53.5% 60.0% 12.1%

ott [140]
1.0e-6 41.1% 46.7% 5.6%
1.0e-5 41.6% 46.9% 5.3%
1.0e-4 42.4% 47.5% 5.0%

Table 12.2: Improvements of using TSD algorithm for magnetorotationaly and neutrino driven explosion models.
The improvement is consistet across those models.

Generic morphologies

The �rst results shown in this paper are regarding generic morphology waveforms. The generic waveforms are

used in di�erent searches [17, 18]. Speci�cally in the initial LIGO/Virgo optically triggered supernova search [18]

the sine-Gaussian waveforms were used to state upper limit on GW energy emitted with supernova explosion based

on SN 2007gr and SN 2011dh. Table 12.1 shows an increment in e�ciency for �xed FAR at di�erent FAR levels.

Extreme emission model waveforms

Based on the initial LIGO/Virgo optically triggered supernova search paper [18] it is expected to exclude some

of the most extreme emission models. Table 12.1 presents improvement in detecting extreme emission model by

Fryer et al [248] using the TSD �lter. This waveform family is morphologically similar to the waveforms used in

supernova search.
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Figure 12.9

Magnetorotationally driven explosions

Magnetorotational driven explosion happens when the progenitor star rotates rapidly and there is a seed magnetic

�eld that is greatly magni�ed under fast collapse and rapid rotation. Table 12.2 summarizes results for two waveform

families. It is visible that the improvement in sensitivity is present across those waveform families.

Nautrino driven explosions

In this study we consider two waveform families and table 12.4 sums up the advantage of using TSD �lter.

Various tests

In this section we show two tests of TSD algorithm performance that might have impact in the supernova

searches. 12.3 summarizes the results.

In the �rst test the impact of using skymask on the search is presented. This is particularly important to

supernova triggered searches where we have optical information on sky location of the supernova. Two detector

network (LIGO Hanford and LIGO Livingston), skymask of 5deg radius and realistic magnetorotationally driven

explosion waveform is used in this study. As pointed for this example in Table 12.3 the TSD �lter has positive
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Test Variation FAR [Hz] E� cWB E� cWB+TSD E� increment

Impact on

the skymask (dim2)

No skymask
1.0e-6 45.4% 50.7% 5.3%
1.0e-5 45.9% 51.2% 5.3%
1.0e-4 46.1% 51.7% 5.6%

Circular skymask
1.0e-7 41.6% 49.6% 8.0%
1.0e-6 41.9% 49.3% 7.4%
1.0e-5 42.2% 49.6% 7.4%

Polarization of the
waveforms (sch1)

Linearly polarized
1.0e-6 34.0% 43.0% 8.0%
1.0e-5 35.0% 44.8% 9.8%
1.0e-4 35.8% 45.9% 10.1%

Non-linearly polarized
1.0e-6 36.9% 45.9% 9.0%
1.0e-5 37.4% 46.7% 9.3%
1.0e-4 38.2% 47.5% 9.3%

Table 12.3: Results summarizing tests of using TSD algorithm when skymask is present and ROC improvements
for various tests

impact on sensitivity.

The second test considered here relates to the impact of the TSD �lter on the linear and non-linear waveforms.

In this example 3D Scheidegger et al waveform is used. For this waveform family the initial part of the core-collapse

and bounce is linarly polarized and the polarization of the latter part has random phase. Table 12.3 indicates that

the TSD �lter does not a�ect detection e�ciency when the non-linear component is present.

It is important to notice that the improvements shown in the tables are consistent across di�erent False Alarm

Rates, ranging from 1.0e-4Hz and 1.0e-8Hz.
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Emission type Identi�er Ref FAR [Hz] E� cWB E� cWB+TSD E� increment

Magnetorotationally
driven explosion

sch1 [40]
1.0e-6 36.9% 45.9% 9.0%
1.0e-5 37.4% 46.7% 9.3%
1.0e-4 38.2% 47.5% 9.3%

sch2 [40]
1.0e-6 62.9% 65.8% 2.9%
1.0e-5 63.1% 65.8% 2.7%
1.0e-4 64.2% 66.6% 2.4%

sch3 [40]
1.0e-6 61.3% 70.8% 9.5%
1.0e-5 61.5% 71.1% 9.4%
1.0e-4 61.5% 71.1% 9.4%

dim1 [39]
1.0e-6 33.7% 41.7% 8.0%
1.0e-5 34.4% 42.4% 8.0%
1.0e-4 35.3% 43.0% 7.7%

dim2 [39]
1.0e-6 45.4% 50.7% 5.3%
1.0e-5 45.9% 51.2% 5.3%
1.0e-4 46.1% 51.7% 5.6%

dim3 [39]
1.0e-6 63.1% 71.6% 8.5%
1.0e-5 63.4% 72.1% 8.8%
1.0e-4 63.9% 72.1% 8.2%

Neutrino driven
explosion

mur [249]
1.0e-6 42.0% 46.0% 9.5%
1.0e-5 46.5% 52.5% 12.9%
1.0e-4 53.5% 60.0% 12.1%

ott [140]
1.0e-6 41.1% 46.7% 5.6%
1.0e-5 41.6% 46.9% 5.3%
1.0e-4 42.4% 47.5% 5.0%

Table 12.4: Improvements of using TSD algorithm for magnetorotationaly and neutrino driven explosion models.
The improvement is consistet across those models.
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Chapter 13

GW Detection Perspectives with Future

Detectors

While there are extensive studies of detectability of binary systems with future interferometers, the studies

regarding detectability of CCSNe are not at the same level of maturity. The reasons reside both in the on-going

work for completness of the waveforms as well as the optimization of the detection methodologies. For the �rst

generation detectors and original excess power data analysis methodologies, the visible distance of SN signals was less

then 1kpc for the most realistic waveforms computed for slowly rotating progenitors [17]. The designed sensitivities

of Advanced Interferometers will be more than 10 times more sensitive in high frequency (∼ 500−800Hz) where we

expect to detect majority of GW energy. They will give us visible distances for detecting CCSN of about O(10) kpc

(Yakunin et al. in prep). Given that the aimed sensitivities of ET and CE will be around 10 times better than the

sensitivities of Advanced Detectors, the visible ranges for detecting GW from slowly rotating progenitor CCSNe are

expected to be O(100) kpc. Unfortunately, the SN rate at the distance of ∼100kpc is very small. The interesting

ranges are when the sensitivity reaches starburst galaxies (starting at ∼3Mpc), Virgo Cluster (∼10-15Mpc) where

we expect one SN per year and ∼20Mpc where we expect to see around 4 supernovae per year (Gill et al. in prep,

section 7). In this regard, two orders of magnitude in visible distance are needed to achieve regular GW detections.

Understanding the perspectives is, however, complicateds because of a number of factors. For example, rapidly

rotating progenitors, even if rare, are expected to produce more energetic waveforms than slowly rotating ones.

Furthermore, the available waveforms are mostly incomplete. Another factor is the constant evolution of the

pipelines. Finally, the improvement of the hardware for high frequency signals is a current topic of research.

13.1 Science Case

In my considerations of the detectability of GW from CCSN with the future GW detectors I will keep the

supernova problem as my reference:

Why do the massive stars explode?

This problem can also be expressed in several di�erent ways, like what the main explosion mechanism of a CCSN

168
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is, what revives the shock that blows the stars or where the asymmetry of the explosion come from. There is a

large spectrum of the questions associated with CCSN explosions (see section 2.3.1) from Fundamental Physics,

Astrophysics etc. In the quest of answering the supernova problem, many of other supernova related problems from

that spectrum can be addressed. One of them is the understand the timing of GW and neutrino messengers. It will

possibly lead us to understanding the speed of neutrinos, their distribution that depends on still unknown neutrino

mass hierarchy. In case when the star fails to explode and we get BH formation we will observe an unique neutrino

and GW signatures. Spotting BH formation at its birth with help us to explore the formation of the event horizon

or even test the no-hair theorem.

To address the supernova problem we need to be able to measure GW and their detectability depends mainly

on their energies and frequency content. The di�erence between explosion mechanisms depends mainly on the

progenitor star initial rotation: neutrino driven explosions for slow rotation and magnetorotatinally driven explosions

for rapid rotation. GW observations or the lack of GW observations from nearby supernovae should shed light on

the dominant explosion mechanism. The detectability of SN waveforms greatly depends on the frequency content.

The detector's sensitivities are frequency dependent and it's important to design such an interferometer that is

most sensitive in the frequency range where we expect to detect majority of GW energy.

13.2 Future Detectors

GWs from binary systems detected so far and the fact that the number of detectable events grows like cube with

the distance provide great motivation to design and build GW detectors with greater sensitivities. Future detectors

can be built either in new locations that allow making the interferometer arms longer or the new detectors can be

built in the current facilities.

13.2.1 Einstein Telescope and Cosmic Explorer

Currently there are two main proposals for the next generation interferometers, Cosmic Explorer (CE, [250])

and Einstein Telescope (ET, [251]). CE is an American proposal with L-shape interferometer of 40km arm lengths

while ET is an European proposal with triangular shape of 10km arm lengths that is supposed to be underground.

The sensitivities of these detectors will be around an order of magnitude better than sensitivities of the Advanced

Interferometers.

Figure 13.1 compares supernova waveforms produced at 10kpc referenced interferometer sensitivities. It shows

an initial LIGO S5 sensitivity for SN 2007gr. The design sensitivities of Advanced Detectors are plottes in the

shades of blue color. The bandwidth is wider and the predicted improvement in high frequency ∼ 600Hz is better

than in lower frequencies ∼ 100 − 200Hz, while KAGRA has the best sensitivity in low frequency. The predicted

sensitivities of Einstein Telescope and Cosmic Explorer are plotted as black and grey, respectively. The noise �oor

is lowered around a order of magnitude in comparison to the Advanced detectors, as well as the noise �oor below

∼ 30Hz is predicted to improve signi�cantly better. Cosmic Explorer is designed to have arms 40km long. For such

a arm length the long wavelength approximation is an issue at GW frequencies around 3.5kHz. At that frequency

an average time of light circulation in the detector arms matches the period of GWs. This problem is visible on the

plot as a peak at thisfrequency.
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Figure 13.1: The comparison between noise �oors between iLIGO/Virgo, designed Advanced Detectors and example
Future Detectors. The plot also illustrates the spectras of the 3 neutrino driven waveforms.

Figure 13.1 shows also waveforms coming from the slowly rotating 15 − 20M� progenitor stars supernova

simulations of neutrino driven explosions: Yakunin et al 2017 [28], Kuroda et al 2016 [228] and Andresen et al [230].

The features that can be distinguished in the morphologies can be split into low and high frequency components

that can be explained by SASI/convection and proto-neutron star oscillation respectively. It is particularly visible

in for Yakunin et al 2017 and Kuroda et al 2016 waveforms, while the low frequency component is relatively weak

for Andresen et al waveform. If a supernova explodes in the center of Milky Way (∼ 8.5kpc) then for each of these

models some parts of the waveforms stand above the noise �oor stand above the noise �oor for designed Advanced

detectors. For an extragalactic supernova explosion (e.g. at the distance of SN 1987A in Large Magellanc Cloud,

∼ 51kpc), we might be able to see some signal for each model for Future interferometer.

13.2.2 Specialized Detectors

Along with designing interferometers with longer arms in new facilities, the parrallel e�ort might be devoted

to design detectors that maximize the capabilities of current facilities. Several proposals are currently under

consideration and the research is in progress. I will consider detectability of SN waveform with few of the proposed

designs.

One of the main astrophysical motivations for this e�orts is to allow detection of the Binary Neutron Star merger

phase at high frequencies [252]. This will shed light on understanding still unknown Nuclear Equation of State.
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Figure 13.2: The comparison between noise �oors for di�erent proposals of redisigning the Advanced detectors
to maximize the capabilities of current facilities. The plot also illustrates the spectras of the 3 neutrino driven
waveforms.

High frequencies are also of great interest for detection of GW from CCSN. Another astrophysical motivation is the

detection of GW memory from binary systems [253] or high mass binary systems [254]. GW from these sources are

at very low frequencies ∼ 10Hz. This goal is also of interest for Supernova research. During the collapse, a massive

�ux of neutrinos are leaving proto-neutron star and asymmetry of this �ux produce low frequency GW with peak

frequency typically below ∼ 10Hz. Also, large asymmetries of the explosion (e.g. pulsar kicks) can also produce

very low frequency GW signals. Although, there are debates on the strength of GW at very low frequencies, it is

worth estimating the detectability of these e�ects for the proposed sensitivities.

Figure 13.2 presents di�erent proposed designs that can be used to replace the interferometers in the current

facilities. After the design sensitivity is reached, then the Advanced detectors are planned to be upgraded to A+ [255]

with factor of two in beyond aLIGO. Several new technologies, like 6dB squeezing will be implemented and improved

mirror coatings. After A+ the next upgrade is called Voyager [256] and it will require major modi�cations. The

current mirrors will be replaced with ∼ 150−200kg silicon mirrors and the suspension system will must be replaced.

The mirrors will have new coatings implemented, they will be operating in low temperatures (∼ 124K). The new

pre-stabilized 200W laser with ∼ 2000nm wavelength will be implemented and ∼ 10dB squeezed light is planned to

be used.

Beyond these plans, there are also other proposals of improving the noise �oor of the interferometers. Figure 13.2

presents them and compare with the currently planned upgrades. A proposal, re�ered as LIGO-LF, of upgrading
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the low frequency part of spectrum at ∼ 5 − 30Hz was proposed by Yu et al [254]. Several sources of non-

stationary technical noises are limiting sensitivity at low frequencies that possibly can be minimized. Miao et

al [252] proposes to limit the high frequency quantum noise at high frequencies with detuning signal recycling with

an active optomechanical �lter, frequency depending squeezing and high power laser.

13.3 Initial Studies

13.3.1 Initial Visible Distance Estimate

A simple estimate of predicted visible distance to detect GW from CCSN is rescaling the detection sensitivity

curves according to the planned future hardware and algorithm improvements. We can do it because the visible

distance and signal-to-noise ratio scale like 1/r. We start from assuming that the following improvements might be

possible in the future:

• ×1.5 - algorithm development

• ×30 - iLIGO to aLIGO improvement in High Frequncy

• ×10 - aLIGO to vanilia ET/CE improvement

• ×5 - improvement due to detection of population of GW.

The total improvement is 2250. These assumptions will need to be revisited.

Figure 13.3 show detection sensitivity curves taken from the iLIGO/Virgo Optically Triggered Search [17]. The

dashed color curves correspond to di�erent SN emission models for SN 2007gr. Black curves correspond to the

potential improvements given in the previous paragraph for one of the emission models [58]. The visible distance

for this model is ∼ 1.65kpc and predicted detection range is estimated to be around 3 − 4Mpc. This is important

to highlight that at this distance the starburst galaxies host CCSNe frequently.

Figure 13.3: Initial considerations on the detectability of SN waveforms with the future detectors assuming certain
hardware and algorithm improvements (see text for more details).
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13.3.2 GW Detection Rate

The next step in estimating the detectability of GW from CCSNe is the detection rate as a distance of distance.

Detection Rate is the estimated number of possible gravitational waves (GW) detection for a given period of time

based mainly on the di�erential rate of CCSN and sensitivity curve of for a given emission model. We assume a

Standard Candle approach where we assume that the considered emission model is dominant.

The detection rate n for a particular GW emission model is de�ned as follows:

n =

∫ ∞

0

dR(r)

dr
ε(r)dr, (13.1)

where dR(r)
dr is a di�erential supernova rate as a function of distance r (from Gill et al in prep) and ε(r) e�ciency

as a function of distance r. At the small distances, n is small (or zero) because the supernova rate is very small.

The detection rate grows with the distance as the rate grows, but when the detection e�ciency goes to zero, the

detection rate also goes to zero.

Figure 13.4 shows how the detection rate grows with the improvement in the sensitivity of the visible distance α.

Few SN explosion models are considered: Dimmelmeier et al [39] (Dim1, Dim2, Dim3), Ott et al [58] (Ott-s15) and

Yakunin et al [132] (Yak-s15). For the predicted earlier improvement of α = 2250 the detection rate is either close

to zero or closer to 1 per year for the most energetic Dim3 and Ott-s15 models. The detection rate grows rapidly

above α = 2250, additional factor of 2 might be within reach. It seems that for the maximum possible hardware

and algorithm improvements it might be possible to have regular detections.

Figure 13.4: Detection rate for few emission models.

13.4 Detection ranges

Next step in the consideration of detectability of the SN waveforms is the estimation of the visible distances

taking into account the predicted improvement in the interferometers noise �oor. In this study, the O1 data was

recolored to the designed sensitivities of some planned future detectors: A+, Voyager, ET_D, CE_wb. Two
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Figure 13.5: Visible detection ranges for the network of future detectors assuming two detctors located at the L1
and H1 sites with ET_D designed sensitivities.

interferometer networks are created for each planned detector that are placed in L1 and H1 locations. Note that the

Einstein Telescope is a detector made out of 3 interferometers, but in this study we calculate the visible distance

assuming only one interferometer for ET.

Figure 13.5 and �gure 13.6 presents the detection e�ciencies for Einstein Telescope and Cosmic Explorer,

respectively. Detection e�ciencies are calculated for four supernova waveforms from the iLIGO/Virgo search [17].

The numbers in the brackets are the distances at which the e�ciencies equals 50% of its asymptotic value at small

distances For Einstein Telescope the reach for the neutrio riven waveforms (ott1, yak1, yak2, yak3, yak4) is around

50 kpc, while the distance for magnetorotatinally driven waveforms goes up even to 300 kpc (dim1, dim2, dim3,

sch1, sch2, sch3). In both cases we should see Supernovae beyond Milky Way. For a network of Cosmic Explorer

detectors the visible distances roughly double for both explosion mechanisms.

Table 13.1 summarizes the results for di�erent planned detectors. The planned improvement between O1 and

A+ is around an order of machitude. Voyager co�guration will give additional improvement in range of around 50%.

Einstein Telescope sensitivity (one interferometer) will bing factor of 3 in the ranges. A network of two Cosmic

Explorers will give an additional factor of 2. In ths study, none of the waveforms reaches the distance of Virgo

cluster (10-15 Mpc) where the cummulative rate is about 1 CCSN per year. For slowly rotating neutrino driven

explosions, two orders of magnitude are needed to reach the rate of annual detection.

13.5 Review of Di�erent Aspects of GW SN Research

Although the visible distance for the current SN waveforms for slowly rotating progenitor stars is of an order of

few hundreds of kpc where the rate of SNe is very small, it is worth persuing further considerations of the possibility

of detecting GW from CCSN in case of exploring the long term potentials of di�erent branches of research related
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Figure 13.6: Visible detection ranges for the network of future detectors assuming two detctors located at the L1
and H1 sites with CE_wb designed sensitivities.

to the GW Multimessenger Astronomy.

13.5.1 Numerical Simulations

Simulating Core-Collapse Supernovae is a multi-scale multi-physics computational challenge. All fundamental

forces are involoved and play important roles in creating explosions. The micro-physics has an impact on macro-

physica phenomena and vice versa. Particularly, the Neutrino Physics require special attention. Raliable modeling

is computationally extremely challenging and require milions of CPU hours and many months to produce less than

a second of a supernova explosion and the GW waveforms.

In the recent decades signi�cant progress was made to produce a succesfull explosions[257]. Robust explosions

Waveform
Visible Distance [kpc]

O1 A+ Voyager ET_D CE_wb
yak1 1.6 11.1 16.0 46.8 84.9
yak2 1.7 12.6 18.2 53.8 115.8
yak3 1.9 12.8 18.0 48.3 101.5
yak4 2.9 15.6 21.0 66.1 126.8
ott1 1.8 11.9 17.5 46.6 111.6
sch1 8.3 54.5 71.3 229.3 452.4
sch2 8.4 51.6 77.1 234.8 440.0
sch3 9.5 59.7 83.7 305.6 471.8
dim1 3.4 17.4 34.5 84.7 175.5
dim2 4.4 28.8 43.1 133.1 218.4
dim3 6.7 41.8 67.4 172.4 477.8

Table 13.1: Visible distances for ddi�erent designed noise �oors of the future planned detectors.
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were achieved in 2D models with qualitative agreement between groups. First explosions were accomplished in 3D.

However, several challenges are still waiting to be solved. At the current state-of-the-art the community simu-

lating CCSNe is transitioning from 2D to 3D models. Including initial star rotation is a natural next step which is

not yet included into the most sophisticated neutrino driven models. Similarly, the magnetic �eld is not fully imple-

mented yet. Moreover, di�erent groups simulating supernovae use di�erent progenitor star, di�erent approximations

or di�erent physics components, which makes the comparison between models a di�cult task.

The modeling will remain a huge challenge for the next many years or decades. Along with including more

physics into the models and computational demands, there are many limitations to improve the models. The

next decade will bring new peta and exascale machines that will provide necessary computational power to allow

improving the models. However, the architecture of these super computers will be radically di�erent and all the

current codes will have to be rewritten. Many parameters in the vast supernova parameter space cannot be reliably

constrained through the astrophysical observations making the modeling even more di�cults.

The detection of GW from CCSN will allow to greatly improve the models, teach us about the dynamics of

the supernova explosion and shed new light on the supernova problem. Similarly a null detection will allow us to

bring new understanding of the core-collapse supernovae. The tight cooperation between Supernova Modelers and

GW Astronomers might allow systematically explore nature of exploding stars and get ready for the next Galactic

supernova.

13.5.2 Interferometer R&D

The SN waveforms are predicted to be broadband, but the majority of the energy is associated with high

frequency proto-neutron star oscillation, ∼ 500− 800 Hz. In the lower frequencies, below 50 Hz, the SN models do

not predict a signi�cant amount of radiated GW, while the peak frequency from the GW Memory is estimates to

be below 10 Hz where hardware improvement is extremely challenging. In this regard, the focus on improving the

GW detector for detecting SN sources should be centered around improvements in high frequencies.

The high frequencies are limited by the photon shot noise and there are few methods of decreasing it. Main

method would be increasig the laser power circulating in the detector arms. This allows decreasing the noise in

high frequencies, but for paying the price of signi�cantly decreasing the sensitivity in the low frequencies. Another

method that is a subject of the current R&D is squeezing. This method is predicted to give few factors improvement

in interferometer sensitivity. Additionally, increasing wavelength of the laser light allows improving the sensitivity.

Currently, the detectors oparate with 1064nm lasers but an active research is deveted to use ∼2000nm lasers. The

research on designing interferometer for detecting SN sources is on-going.

13.5.3 Neutrino Observations

An important role in detecting GW from CCSN lays in understanding the timing of GW from detection neutrino

�uxes. The initial �ux of neutrinos leaves the core within the �rst second of the GW, while most of the neutrinos

leave the core during the �rst 10s [258]. These stringent timing constraints can be used to more e�ciently search

for a GW signal. An important scenario is the search for GW from a Galactic supernova triggered by neutrino

detections and communicated with a SNEWS alert. In this scenario, the �ux of neutrinos is estimated to be very

strong (O(10,000) of detected neutrinos for Galactic Supernova).
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The current neutrino detectors, primarily Super Kamiokande, are able to detect neutrinos from a CCSN events

up to several hundreds of kpc. The next generation of the Japanese/Korean neutrino detectors, Hyper Kamiokande,

might be able to detect extragalactic CCSN up to several Mpc [9]. This kind of instrument would allow to detect

neutrino �uxes from nearby starburst galaxies. Figure 13.7 shows a predicted sensitivity of Hyper-Kamiokande.

The neutrino signal from supernovae few Mpc away might be very weak, but they can become essential in the search

for GW.

Furthermore this distance can be improved by creating a network of neutrino detectors [27]. The work of

planning/creating/coordinating a network of current neutrino detectors is on-going in the scienti�c community.

Figure 13.7: The predicted sensitivity of Hyper-Kamiokande detector (image source [9]).

13.5.4 Astronomical Observations

All CCSNe that we know nowadays were detected in electromagnetic spectrum. Astronomical observations

give us many information about supernovae, that will allow increase signi�cance of GW candidates (on-source

window), removing noise transients in GW detectors (e.g. sky location) or constraining the explosion models (e.g.

distance). See section 3 for more details. For the neutrino triggered GW search (in particularly SNEWS triggered

search) the optical observations do not bring crucial informations for the GW detection purposes, they are very

important for constraining the SN models. The amount of discovered supernovae is growing over the decades and

improved astronomical survays searching for supernovae will allow us systematic constraining the central engine of

the supernova explosion.
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13.5.5 GW Data Analysis

The search of GW from CCSNe is a challenging task given non-deterministic nature of the waveforms. However,

there are certain advantages of that search over a blind search. Neutrino and optical observations give us prior

information that will allow us to increase signi�cance of the GW candidates. Some of these advantages are listed in

section 3. Particularly crucial information is the timing of the moment of the collapse from the neutrino observations

of an order of seconds or even less. Having such a constrained on-source window, can we accept very weak GW

candidates? Currently, the minimum detectable signal-to-noise ratio (SNR) is around 10-30, and there is an on-going

work on understanding feasibility of detecting GW signals at SNR∼ 2− 3.

One problem that might emerge with detecting GW from CCSNe is the large amount of GWs from binary

systems in the future generation detectors. These GWs will overlap with GWs coming from supernovae. It will be

important to develop algorithms that could separate e�ectively the binary systems from other types of GW souces.



Chapter 14

SNR Distributions

In this chapter I investigate the SNR distributions for di�erent GW signals from CCSNe. for depends on the

distance below currently detectable SNR limits and the maximum ranges where SNR>1. The information about

the timing of a collapsing core based on detection of neutrino �uxes has the potential of increasing the visible range

by an order of magnitude. The investigation of developing methodologies that would allow detecting very weak

signals (SNR>1) is beyond the scope of this thesis.

Matched �ltering SNR is a standard measure of the strength the signal that is independent from the method

and the pipeline used. In these studies the SNR values are obtained by calculating matched �ltering SNR using

injections of cWB.

14.1 Signal-to-Noise Ratio

Matched Filtering SNR Matched Filtering Signal-to-Noise Ratio (SNR) is a measure of how much the signal

stands above the noise assuming optimal method of matched �tering. The SNR is de�ned as (see also section 4.2.2):

SNR =

√
4

∫ ∞

0

df
|h̃(f)|2
Sn(f)

, (14.1)

where h̃(f) is a Fourier Transform of the GW strain h(t):

h̃(f) =

∫ +∞

−∞
dth(t)e+ift, (14.2)

and Sn(f) is Amplitude Spectral Density of the detector noise. It is worth mentioning that given that the GW

strain decreases like 1/r, the SNR will also decrease as 1/r. When a SN is placed at the distance of 10kpc and the

SNR at that distance is SNR(10kpc), then the SNR value for a SN placed at distance r is:

SNR(r) =
10kpc

r
SNR(10kpc). (14.3)

179
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Figure 14.1: SNR versus distance dependance and minimum detectable SNR for ET-D and magnetorotatinally
driven waveforms.

This dependance is visible in plots of this chapter as a linear trend in logarithmic plots. Notice, that in some

literature the matched �ltering SNR is denoted as ρ. However, ρ throughout this thesis is reserved as coherent

SNR, not matched �ltering SNR.

Network SNR For a network of GW detectors, the total SNR increases with the number of detectors in the

network. The network SNR is de�ned as:

SNRnet =

√√√√
K∑

i=0

SNRi, (14.4)

where K is a number of detectors in the network. For K detectors with similar noise �oor, the total SNR is

proportional to
√
K. Further on, the SNRnet is denoted simply as SNR, unless stated otherwise.

Minimum Detectable SNR The minimum detectable SNR is re�ered as a SNR at 50% detection e�ciency.

More details can be found in section 8.4.5. The potential capabilities of detecting very weak event with SNR∼ 2−3

will require research and it is not scope of this dissertation.
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Figure 14.2: SNR versus distance dependance and minimum detectable SNR for ET/CE network and magnetoro-
tatinally driven waveforms.

14.2 Future Detectors

This section describes the detctable SNR distributions as functions of the distance for the networks of planned

future detectors. Figure 14.1 and 14.2 depict the SNR distribution as a function of distance for three waveform

families: two neutrino driven for slowly rotating progenitors (Mueller et al 2012 and Yakunin et al 2015) and one

for magnetorotatinally driven explosions for rapidly rotating progenitors (Scheidegger et al 2010). The plot shows

the average SNR as a function of time and the shaded regions contain the SNR values between the minimum and

maximum predicted SNR (the spread is mostly due to the antenna pattern of the detector). As pointed earlier, the

SNR decreases as 1/r and in the logarithmic plot they are straight lines.

Figure 14.1 and 14.2 point out few distances as references for the GW detectability:

• 8.5 kpc - Galactic Center,

• 51 kpc - SN 1987A,

• 778 kpc - Andromeda, the closest spiral galaxy similar to Milky Way,

• 2.6 Mpc - SN 1993J, the second closest supernova of the last century, after SN 1987A,

• 10 Mpc - range where we expect to see optially 1 SN per yer.
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In practice, in the distance range between 2.6 Mpc and 10 Mpc we observe and we expect realistically to observe

optically a core-collapse supernova. The enclosed volume includes also some starburst galaxies producing CCSNe

at the higher rate than regular galaxies. Beyond 10 Mpc the rate of supernovae grows like cube with the distance

and reaching distances beyond 10 Mpc is very desirable. At small distances, . 2.6 Mpc the CCSNe are expeced to

very rare, but they will atract a particular interest, like SN 1987A or SN 1993J.

The plots shows also the minimum detectable SNR (see also section 8.4.5) as a reference. The detectable SNR

for realistic models ranges between 10 and 30. Reaching SNR∼ 1 would extend the distance one order of magnitude.

Table 14.1 and 14.2 present the expected SNR values for few reference distance and several waveform families.

The waveform models cover the following core-collapse scenarios:

• simulations of slowly rotating progenitor stars: Mueller et al 2012 [33], Ott et al 2013 [140], Yakunin et al

2015 [38], Andresen et al 2017 [230], Kuroda et al 2016 [228], Kuroda et al 2017 [259],

• simulations of rapidly rotating progenitor stars: Scheidegger et al 2010 [40], Dimmelmeier et al 2008 [39],

• Black Hole formation with rapid rotation: Cerda-Duran et al 2013 [26], Ott et al 2010 [260].

The tables show average values of the SNR values and standard deviations of these values.

14.2.1 Einstein Telescope alone

Einstein Telescope is designed to be a triangular-shape detector made of three interferometers rotated 60o degrees

Einstein Telescope will be able to detect GWs alone, without a network of other interferometers spacially separated.

However, ET will not be able to estimate robustly the sky locations of GW sources. The total SNR of the whole

ET will be
√

3 larger than the SNR coming from a single ET interferometer.

Figure 14.1 and table 14.1 presents the SNR distributions for Einstein Telescope alone. We should be able to

detect GWs beyond the distance of SN 1987A. However, at the distance of Andromeda we have little change to

measure any GW signal assuming the most realistic models. However, we should be able to start constraining some

of the more extreme emission models.At the distance of SN 1993J and at 10Mpc the SNR goes below 1, so we do

not expect detecting any GWs.

14.2.2 Einstein Telescope and Cosmic Telescope Network

The sensitivity of CE alone will be better than sensitivity of a single ET interferometer. However, the sensitivity

of the network of ET and CE will not be much larger than sngle ET. The network will allow to better localize the

source. Figure 14.2 and table 14.2 shows the SNR distributions. GW from sueprnovae will be detectable up to

51kpc for all models. Sueprnovae at the distance of SN 1993J might be able to detect GW from assuming more

energetic emission process.
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Waveform
Model

8.5 kpc 51 kpc 778 kpc 2.6 Mpc 10 Mpc
Family GC SN 1987A Andromeda SN 1993J 1 SN/year

Mueller et al
2012 [33]

L15-3 55± 15 9.4± 2.5 0.6± 0.2 0.2± 0.1 0.05± 0.01
N20-2 33± 8 5.6± 1.3 0.4± 0.1 0.11± 0.03 0.03± 0.01
W15-4 39± 11 6.5± 1.9 0.4± 0.1 0.13± 0.04 0.03± 0.01

Ott et al 2013 [140] s27fheat1p05 85± 23 14± 4 0.9± 0.3 0.3± 0.1 0.07± 0.02

Yakunin et al
2015 [38]

B12-WH07 176± 47 30± 8 2.0± 0.5 0.6± 0.2 0.15± 0.04
B15-WH07 250± 65 42± 11 2.8± 0.7 0.8± 0.2 0.22± 0.06
B20-WH07 218± 69 37± 12 2.4± 0.8 0.7± 0.2 0.19± 0.06
B25-WH07 343± 102 58± 17 3.8± 1.2 1.2± 0.3 0.30± 0.09

Andresen et al
2017 [230]

s11 24± 8 4.0± 1.3 0.3± 0.1 0.08± 0.002 0.02± 0.01
s20 57± 19 9.5± 3.2 0.6± 0.2 0.2± 0.1 0.05± 0.02
s20s 102± 34 17± 6 1.1± 0.4 0.3± 0.1 0.09± 0.03
s27 40± 13 6.8± 2.2 0.4± 0.1 0.13± 0.04 0.03± 0.01

Yakunin et al 2017 [28] C15 352± 112 60± 19 3.9± 1.3 1.2± 0.4 0.3± 0.1
Kuroda et al
2016 [228]

SFHx 208± 67 35± 11 2.3± 0.8 0.7± 0.2 0.18± 0.06
TM1 146± 47 25± 8 1.6± 0.5 0.5± 0.2 0.13± 0.04

Kuroda et al
2017 [259]

S11d2 404± 138 69± 23 4.6± 1.6 1.4± 0.5 0.4± 0.1
S15d0 97± 33 16± 5 1.1± 0.4 0.3± 0.1 0.08± 0.03

Scheidegger et al
2010 [40]

R1E1CAL 24± 11 4.0± 1.8 0.27± 0.12 0.08± 0.04 0.02± 0.01
R3E1ACL 1606± 707 273± 120 18± 8 5.4± 2.4 1.4± 0.6
R4E1FCL 1584± 644 270± 110 18± 7 5.4± 2.2 1.4± 0.6

Dimmelmeier et al
2008 [39]

s15A2O05ls 345± 120 59± 21 3.9± 1.4 1.2± 0.4 0.3± 0.1
s15A2O09ls 583± 207 99± 35 6.6± 2.4 2.0± 0.7 0.5± 0.2
s15A3O15ls 618± 230 105± 39 7.0± 2.6 2.1± 0.8 0.5± 0.2

Cerda-Duran et al
2013 [26]

slow 2428± 915 415± 156 28± 11 8.4± 3.2 2.2± 0.8
�ducial 1477± 542 253± 93 17± 6 5.1± 1.9 1.3± 0.5

Ott et al
2010 [260]

u75rot1 1107± 389 190± 67 13± 5 3.8± 1.4 1.0± 0.4
u75rot1.5 2077± 735 357± 126 24± 9 7.3± 2.6 1.9± 0.7
u75rot2 2552± 941 436± 161 30± 11 9.0± 3.3 2.3± 0.9

Table 14.1: SNR distribution for Einstein Telescope (ET_D) alone.
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Waveform
Model

8.5 kpc 51 kpc 778 kpc 2.6 Mpc 10 Mpc
Family GC SN 1987A Andromeda SN 1993J 1 SN/year

Mueller et al
2012 [33]

L15-3 96± 28 16± 5 1.1± 0.3 0.3± 0.1 0.08± 0.02
N20-2 62± 18 10± 3 0.7± 0.2 0.21± 0.06 0.05± 0.02
W15-4 67± 20 11± 3 0.7± 0.2 0.22± 0.07 0.06± 0.02

Ott et al 2013 [140] s27fheat1p05 149± 40 25± 7 1.7± 0.5 0.5± 0.1 0.13± 0.03

Yakunin et al
2015 [38]

B12-WH07 302± 95 51± 16 3.4± 1.1 1.0± 0.3 0.26± 0.08
B15-WH07 429± 132 73± 22 4.8± 1.5 1.4± 0.4 0.37± 0.12
B20-WH07 386± 118 65± 20 4.3± 1.3 1.3± 0.4 0.34± 0.10
B25-WH07 581± 185 99± 32 6.5± 2.1 2.0± 0.6 0.51± 0.16

Andresen et al
2017 [230]

s11 37± 8 6.2± 1.3 0.41± 0.09 0.12± 0.03 0.03± 0.01
s20 85± 18 14± 3 0.9± 0.2 0.3± 0.1 0.08± 0.02
s20s 159± 31 27± 5 1.8± 0.3 0.5± 0.1 0.14± 0.03
s27 63± 13 11± 2 0.7± 0.1 0.21± 0.04 0.05± 0.01

Yakunin et al 2017 [28] C15 598± 130 102± 22 6.7± 1.5 2.0± 0.4 0.5± 0.1
Kuroda et al
2016 [228]

SFHx 315± 74 53± 13 3.5± 0.8 1.1± 0.3 0.27± 0.07
TM1 218± 41 37± 7 2.4± 0.5 0.73± 0.14 0.19± 0.04

Kuroda et al
2017 [259]

S11d2 624± 160 106± 27 7.0± 1.8 2.1± 0.5 0.5± 0.1
S15d0 154± 34 26± 6 1.7± 0.4 0.5± 0.1 0.13± 0.03

Scheidegger et al
2010 [40]

R1E1CAL 35± 12 5.9± 2.1 0.39± 0.14 0.12± 0.04 0.03± 0.01
R3E1ACL 2355± 844 401± 144 27± 10 8.1± 2.9 2.1± 0.8
R4E1FCL 2366± 776 403± 132 27± 9 8.1± 2.7 2.1± 0.7

Dimmelmeier et al
2008 [39]

s15A2O05ls 534± 176 91± 30 6.0± 2.0 1.8± 0.6 0.5± 0.2
s15A2O09ls 857± 259 146± 44 9.7± 3.0 2.9± 0.9 0.75± 0.23
s15A3O15ls 1095± 405 186± 69 12± 5 3.7± 1.4 1.0± 0.4

Cerda-Duran et al
2013 [26]

slow 3653± 1140 623± 189 42± 13 13± 4 3.2± 1.0
�ducial 2264± 689 389± 117 26± 8 7.9± 2.4 2.0± 0.6

Ott et al
2010 [260]

u75rot1 1773± 604 304± 101 21± 7 6± 2 1.6± 0.5
u75rot1.5 3274± 1066 561± 185 38± 13 12± 4 3.0± 1.0
u75rot2 4092± 1394 707± 243 48± 17 15± 5 3.8± 1.3

Table 14.2: SNR distribution for Einstein Telescope (ET_D) and Cosmic Explorer (CE_wb) network.



Chapter 15

Distributional Tests

Since the advanced Laser Interferometer Gravitational-wave Observatory (aLIGO) became operational in 2015,

many new and exciting astrophysical phenomena have been discovered from their gravitational waves, such binary

blackhole systems. One of the current goals of aLIGO is to detect gravitational waves from supernova sources in

order to explore the mechanisms of collapse and explosion. However, simulated supernovae signals have been shown

to be weak in comparison with other events detected by aLIGO. Currently, potential gravitational wave candidates

that could be supernovae are analyzed with the coherent Waveburst pipeline (cWB) and rely only on the loudest

event statistics, where the loudest energy, known as a trigger, is considered and the rest of the triggers are discarded.

A study on this method has shown that with realistic supernova simulations, 40% of supernova triggers are lost in

the background noise, and all the triggers have extremely high energies. Further, there are only few supernovae per

year predicted to occur in the range that aLIGO can detect (see section 7), thus making it imperative that a new

detection method be implemented.

One such detection method is that of distributional tests, which compare a background of noise triggers to that of

a foreground with potential gravitational wave candidates and determine if the two come from a common population,

or rather that both are merely noise. Additionally, there are two types of distributional tests: parametric, which

assume that the background is of a known shape such as a Gaussian or Poissonian; and nonparametric, which make

no assumptions on the shape of the background. Since the background in aLIGO is a random distribution of noise

triggers, nonparametric tests are prefered. Those examined were chosen from common statistical methods and from

convention for tests with large data, and include the Kolmogorov-Smirnov two-sample test, the Anderson-Darling

two-sample test, the Mann-Whitney U test, and the Chi Squared test.

15.1 Methodology

The cWBpipeline uses many detection statistics in its analysis. To test the viability of using distributional

tests, the network signal-to-noise ratio statistic ρ is used (see section 4). It is a scalar measure, but cannot be

combined over di�erent on-source windows. Each test iss chosen based on its conventional use in analyzing large

sets of data. Typically, these tests are used in analyzing data from social experiments and involve continuous or

binned data. However, each test has limitations. Here, the foreground is denoted as F, and the background as B.

185
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We use L1 and H1 data from LIGO Scienti�c Run 6 (S6) recolored to O1 noise level. The background is created

based on the time shifting the data from one detector with respect to the other, lags. We use 300 lages to create

the background, and we use each lag as an simulated foreground. Figure 15.1 shows the False Alarm Rate of the

background and a random time slide lag, which is an example of a foreground.

The results of each test are compared using the p-value (p), which is the probability that the foreground and

background are from the same population. A 5% con�dence level is used, meaning that for a detection to occur,

p ≤ 0.05. The null hypothesis in each case is that the distributions come from the same population, and the

alternative hypothesis in each case is that the two distributions come from di�erent populations.

Figure 15.1: Background and an example of a foregrond. Distributional tests quantify the probability of how the
distributions are similar are the two distributions.

15.1.1 Kolmogorov-Smirnov Two-Sample Test

The Kolmogorov-Smirnov two-sample test is one of the most well-known and widely used distributional tests. It

relies on continuous data and a sample size of greater than 30. First, the background and foreground are ranked from

lowest to highest ρ values, and each ρ value given a rank from 1 to the total number of triggers in the distribution.

The ranks are then divided by the total number of triggers, giving the cumulative distribution function. When

compared, the di�erence between cumulative distribution functions for the foreground and the background is found

- this is the Kolmogorov-Smirnov test statistic D:

D = max(|B − F |) (15.1)

This value of D is then converted into a p-value:

P (D) = Qks([
√
Ne + 0.12 +

0.11√
Ne

]D) (15.2)
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The value of Qks is given by the cumulative distribution function:

Qks(z) = 2

∞∑

j=1

(−1)j−1e−2j2z2 . (15.3)

And the value Ne is given as:

Ne =
NFNB
NF +NB

(15.4)

This test is most sensitive near the median of the distributions, and less sensitive at extremely low ρ values or

extremely high ρ values.

15.1.2 Anderson-Darling Two-Sample Test

The Anderson-Darling two-sample test is a variation of the Kolmogorov-Smirnov test that is more sensitive at

the extremes, but less so towards the median. It involves the use of a weighted test statistic, D∗, and still uses

continous data.

D∗ =
1

N

k∑

i=1

1

ni

N−1∑

j=1

(NMij − jni)2

j(N − j) (15.5)

Here, Mij is the number of observations in the ith sample not greater than the jth pooled ordered sample between

the distributions, and N is the number of all pooled observations.

15.1.3 Mann-Whitney U Test

The Mann-Whitney U test, otherwise known as the Wilcoxon-Mann-Whitney test, is another widely accepted

distributional test that relies on continuous data, but is less powerful than the Kolmogorov-Smirnov test and its

variations in that it assumes the foreground and background have the same shape. Here, the foreground and

background distributions are combined and ranked together. Each value is given a rank between 1 and the total

number of ρ values in both the background and foreground. The distributions are then separated, and the values

of the ranks summed for each. The hypothesis is that if the sum of the ranks is roughly equivalent, then the ρ

values were evenly distributed when combined and thus the two distributions come from the same population; if

there is a large discrepancy in the sum of the ranks, then the ρ values were clustered at the extremes and thus the

two distributions come from di�erent populations. The test statistic U is given as:

U = NFNB +
NB(NB + 1)

2
−

N∑

i=1

rankB (15.6)

The U statistic is then converted into a z-value, and later can be converted into a p-value by well-established

methods.

z =
U − NFNB

2√
NFNB(NF+NB+1)

12

(15.7)
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Figure 15.2: Examples of comparing of performence between di�erent non-parametric tests. Left : Injections at
distance of 178kpc. Right : Injections with average ρ=5.5.

15.1.4 Chi Squared Test

The last well-established test used is the Chi Squared test. This di�ers from the other tests in that it requires

binned data. The background is binned �rst and evenly so that each bin is the same width in order to preserve the

shape of the background. The foreground is then binned with the same bins and the number of counts in each bin

for each distribution is compared. The test statistic, χ2, can be calculated as follows:

χ2 =
∑

i

(
√∑

i Fi∑
i Bi

Bi −
√∑

i Bi∑
i Fi

Fi)
2

Bi + Fi
(15.8)

The χ2 statistic can then be converted into a p-value using the standard χ2 distribution.

15.1.5 Gravitational wave population

For the purposes of this study, a rotary bar waveform (lb5, see section 5.5.3) is used to simulate the gravitational

wave candidates from supernovae, which his is an extreme emission model. Further, only supernovae occuring up to

25Mpc are considered as this is considered the upper bound of aLIGO range. As in the opticallytargeted searches

(section 5 and 8), we assume standard candle approach. We inject waveforms according to the distance or the ρ

value. We consider subthreshold events, which do not exceed 3σ con�dence.

15.2 Results and discussion

To compare the e�ciency of the tests, each is compared to the other with various background and foreground

data.Figure 15.2 shows examples of comparison of performance between di�erent distributional tests. Both plots

present the p-values as functions of how many waveforms are added to the foreground. We average the results

based on the results of 300 foregrounds. In the left panel we consider injections at �xed distance of 178kpc. The
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injections have relatively large ρ values and only several injections are enough to reach 95% signi�cance level that

the two distributions are di�erent. On the right panel we inject waveforms with average ρ = 5.5 value. In this case

the injections are weaker and even 20 injections are not enough to reach 95% con�dence level. In the two cases we

use di�erent background samples and the initial p-values vary.

Notice also that the performence for each test depend on the data used. These results show that the growing

number of injections indeed make the background and foreground distributions to vary, however more studies are

needed to �nd which test performs gives better results and in what conditions.
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